US ASCR/HEP G4 Meeting Bi-Weekly Phone Meeting

Minutes

Date:		Apr. 02, 2013 at 11.00 AM US CST (Fermilab local time)
Place:		1-866-740-1260 (ReadyTalk line)
		Participant Code: 7263064 (Host : Phillipe Canal)

List of Invitees (alphabetically ordered by last name)
John Apostolakis			john.apostolakis@cern.ch		+41 22 767 7239	Europe ECT
Makoto Asai		asai@slac.stanford.edu
Philippe Canal 		pcanal@fnal.gov			+1 708 840 2545	US Central
Pedro Diniz 		pedro@isi.edu			+1 310 448 8246	US Pacific
Andrea Dotti		adotti@slac.stanford.edu  		+1 650 926 2866  	US Pacific
V. Daniel Elvira 		daniel@fnal.gov			+1 630 840 3604	US Central
Robert J. Fowler		rjf@renci.org			+1 919 445 9670 	US Eastern
Robert Lucas 		rflucas@isi.edu			+1 310 448 9449	US Pacific
Jim Kowalkowski 		jbk@fnal.gov
Richard Mount		richard.mount@slac.stanford.edu	
Boyana Norris 		norris@mcs.anl.gov		+1 630 252 7908	US Eastern
Marc Paterno 		paterno@fnal.gov
Paul Ruth 		pruth@renci.org			+1 919 445 9666	US Eastern
Soon Yung Jun 		syjun@fnal.gov			+1 630 840 6737	US Central



Tentative Agenda:

1. Introduction of new participants (to this series of phone meetings)
2. Status of the early experiments - in particular set up and run on FNAL machines;
3. Performance analysis tools (CPU, GPU).
4. GPU and MT efforts

Notes of the Discussion:

For the benefit of the new participants Robert Fowler (RENCI) summarized the RENCI efforts in profiling of the GEANT-4 code using the HPCToolkit. In addition to the suspicion of the dynamic library linking. They are still investigating whether the time spend in "interp.c" is a real effect or bias in the measurements/tools. Rob Fowler also mentioned, in response to Soon's question on hardware counter, that they started by focusing on unhalted clock (and hence instruction per cycle rate), and are now also looking at load store instructions and L2 cache misses.

Soon (FNAL) is extending the GPU prototype and is almost finished for three major processes for Electrons. This includes, bremsstrahlung, ionization, and multiple scattering processes along with corresponding EM physics models. The EM prototype will be combined with existing transportation codes and tested with a simple geometry.  The memory handling for secondaries produced by the EM process on GPU threads has been also studies. He suggested that maybe Boyana Norris (ANL) could use this code and measure its performance.

[bookmark: _GoBack]The current profiling efforts are being carried out on an Intel SandyBridge E5 - Dual Socket standalone node with 2 x 8-core chips clocked at 3 GHz.

Pedro Diniz (USC/ISI) has plowed through the G4RunManager code and corresponding hierarchy to better understand the tracking and stepping process of the particles and event. The goal here is to carry out an experiment segregating particles per materials (and possibly also geometry) to improve the memory hierarchy behavior as it is thought that the large material property tables are causing havoc in term of cache performance. Over the next two week Pedro Diniz will likely solicit the help from Soon to run some local modified versions of the GEANT-4 code.

At Fermi, Philippe Canal (FNAL) described the effort with CERN with respect to the interaction with their vectorizing prototype used for simulation. This prototype includes the capability to segregate particles based on geometry. 

Soon (FNAL) is extending the GPU prototype and is almost finished for three major processes for Electrons. This includes, ionization process scathering. In particular he commented on the efforts on modeling electron process. He suggested that maybe Boyana Norris (ANL) could use this code and measure its performance.



Next Call: April 16 10 PST, 12 (noon) CST
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