US ASCR/HEP G4 Meeting Bi-Weekly Phone Meeting

Minutes

Date:		Feb. 28, 2013 at 11.00 AM US CST (Fermilab local time)
Place:		1-866-740-1260 (ReadyTalk line)
		Participant Code: 3356259 (Host : Phillip Canal)

List of Invitees (alphabetically ordered by last name)
John Apostolakis			john.apostolakis@cern.ch		+41 22 767 7239	Europe ECT
Philippe Canal 		pcanal@fnal.gov			+1 708 840 2545	US Central
Pedro Diniz 		pedro@isi.edu			+1 310 448 8246	US Pacific
V. Daniel Elvira 		daniel@fnal.gov			+1 630 840 3604	US Central
Robert J. Fowler		rjf@renci.org			+1 919 445 9670 	US Eastern
Robert Lucas 		rflucas@isi.edu			+1 310 448 9449	US Pacific
Jim Kowalkowski 		jbk@fnal.gov
Boyana Norris 		norris@mcs.anl.gov		+1 630 252 7908	US Eastern
Marc Paterno 		paterno@fnal.gov
Paul Ruth 		pruth@renci.org			+1 919 445 9666	US Eastern
Soon Yung Jun 		syjun@fnal.gov			+1 630 840 2409	US Central


Tentative Agenda:
 
1. Status on the early experiments - in particular set up and run on FNAL machines;

2. Summary of the discussion last meeting at FNAL in particular regarding a set of experiments for code analysis and advanced transformations.

3. GPU and MT efforts


Notes of the Discussion:

Rob Fowler:  	Since our last meeting at Fermi Lab Paul Ruth and I have been working on getting the G4 CNSExp code running on a Dual-Socket Intel Nehalem (with a MIC) system and encountering many issues with the dynamically linked math library at the compilation level. We are trying to get a version of libm library statically linked with this code. We have also received the newer examples from Soon, which we understand are representative of larger production runs.

Rob Fowler:	Our preliminary data with the older inputs (Rob, could you please clarify which inputs/set are there findings relating to?) show that there are really no hot spots in the profiling using HPCToolKit. Here we found that 11% of the time is spent on the libm which is dynamically link. We are pursuing this static linking lead, as that could be a huge source of performance gains.

	From our observations it seems to be hard to distinguish between real work and overhead of the call chain.  One possible avenue of exploration would be to flatten the class hierarchy. Soon would be the best person to support this effort at Fermi.

	In the tracking and stepping manager the profiling shows that there are about 50 places in the code where we are spending about 0.5% of the time. Again this is a very "flat" profile without noticeable hot-spots.

Question:	There was a question about threads scheduling strategies that have been tried in the past? 

Soon: 	There was an earlier effort where we tried alternative scheduling strategies in the context of a MT implementation but the grain of the threads as so fine that we experienced an 18% CPU degradation. (Please check this paragraph).

John Apostolakis: There was an effort by a graduate student (?) where he experimented with tracks for different types of particles so as to promote some locality or at commonality of the tables of properties. For instance one track would deal with electrons and another track with hedrons (?).

	There seems to be an interference effect between the type of particles and the space or geometry. One of the ideas that was explored was to bundle the particles per type for a little while and then revert to a more generalized stack organization. 

	There is also the effect of electron/gamma beating (could you possibly clarify it better this in what is generated in terms of the program)?

	One idea is to change even going back and forth) between a stack based on the type of the particles and the more general stack structures when tracking the particles. John mentioned there was a student doing or who has done some work in this areas and sent around additional materials.

Soon:	The information/code about this is in the StackManager set of routines.

Soon:	There was a discussion about CMS-W an the importance of Digitalization for Visualization  - Jim (?) could you clarify/summarize it here.

John Apostolakis: I think it would be worth exploring the big physics table manipulation (checking its indirection and the like) as this corresponds to an entire 9% of the execution. See G4CrossSection.hh and hedron.hh files for the inlined functions therein.

Soon:	Question to Rob Fowler about HPCToolKit: can we identify in some detail the sources of the inefficiencies, i.e., relating the poor performance back to the code?

[bookmark: _GoBack]Rob Fowler:	In modern out-of-order execution processors, this is really hard to do as there are many instructions in flight.


In the end we ran a little bit out of time and did not address the point 3. of the agenda. Soon did mentioned he had put in an alternative repository a CUDA oriented version (is this correct?)




