
Rebalancing BlueArc NAS Load
Plan Overview
Summary

The FERMI-BLUE BlueArc NAS cluster is composed of 2 physical NAS cluster-nodes FERMI-BLUE-1 and FERMI-BLUE-2. Each node acts as a storage gateway. The back-end of each cluster-node connects to a fiber-channel SAN and conducts block based I/O operations with back-end storage arrays. The front-end of each cluster node connects to an Ethernet LAN and conducts file based I/O operations with client systems using the NFS and CIFS protocols.
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When accessing files on the NAS, client systems do not reference the physical cluster nodes by name; instead, they reference files through virtual-file-server names. BlueArc uses the abbreviation EVS when discussing these virtual-file-servers. EVSs can be moved manually (to balance load) or automatically (in the case of physical node failure) between NAS-cluster-nodes.
Current EVS to NAS-cluster-node assignments
	FERMI-BLUE-1

	blue3
blue2
sci-win-nas-0
cdf-nas-0
des-nas-0

	FERMI-BLUE-2

	d0-nas-0


Current NAS cluster load distribution
Below are IOP/sec plots for both NAS cluster nodes.  The plots show that the load is not balanced between the two cluster nodes. When viewing the plots note that there were two periods of time when all load failed over to node-2 (causing the load to be zero on node-1).  Also note that these long duration plots filter out several day-long spikes when node-1 load was > 70K IOPS.
FERMI-BLUE-1 Activity
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Performance Disruptions
The current EVS to cluster-node assignments were not an accident. In the past (well before 2012) D0 workloads were extremely high. Isolating D0 on their own cluster-node served to reduce performance disruptions.  Workloads have changed; during 2012, the Intensity Frontier (I.F.) experiments started to use the NAS heavily and D0 reduced their NAS usage.  We are again seeing frequent performance disruptions.  A typical performance disruption occurs when a user runs an un-constrained job on many worker-nodes causing a back-end array to become overloaded.  If the array overloading condition is steady-state (not just a short duration peak), the overloading will begin to deplete NAS cluster node resources and the result is a performance disruption.  To reduce the frequency of performance disruptions, Art Kreymer developed the client-side CPN locking / data-flow limiting utility.  This utility has worked well; however, it is often the case that new untrained users (who are not using CPN) are the source of disruption. To address this, there are people working on additional client-side offender-detection and offender throttling ideas.
Server-Side Measures to Reduce Performance Disruptions
What can be done, from the server-side to reduce either the frequency or the impact of performance disruptions? The NAS cluster-nodes themselves are spec’d to handle steady-state IOP loads of 100,000. To actually deliver this level of performance would require a faster back-end (more spindles, faster spindles and possibly faster array controllers).  The problem with this idea is: we cannot implement it now. There is; however, something we can do relatively quickly that does not require a purchase.  We can re-balance the cluster-node load.  The remainder of this document discusses a rebalancing plan whose primary goal is to reduce the effect of a performance disruption on interactive users.
Rebalancing Plan, Summary
Each of the main I.F. experiments has an app volume and a data volume.  In general, the data volumes are accessed by batch jobs. The app volumes are used interactively by people who are doing code development. Yes, the app volumes are used by batch jobs; however, data volume (not app volume) usage has been the cause of performance disruptions.  We propose moving the app volumes to 
cluster-node FERMI-BLUE-2.   Activity on the I.F.  data volumes also affects the performance of important Fermigrid related NFS volumes.   For this reason we also would like to move EVS blue2 to cluster-node FERMI-BLUE-2.


Migration of I.F. App volumes
The following volumes will be migrated:

/argoneut/app
/gm2-app
/lbnewc/app
/microboone/app
/minerva/app
/minos/app
/mu2e-app
/nova/app
/nusoft/app

The sum of all of the allocations promised to these volumes is 25TB; the total amount of space used by all of these volumes is 17 TB.  These volumes will be moved to the LSI back-end array purchased by FermiGrid.  The LSI array has an unallocated (un-promised) reserve capacity of 44TB.  After the migration there will be 19 TB of reserve capacity.  The remaining reserve capacity will be shared by the I.F. app volumes and by the following FermiGrid volumes: fermicloud, fermigrid-home, fermigrid-login, GPFarm-home, GPFarm-stage, fermigrid-app, fermigrid-fermiapp, fermigrid-oseclient and  fermigrid-products.

After migration, the I.F. app volumes will no longer be accessed via EVS blue3; they will be accessed through the new EVS, if-nas-0.  The FermiGrid volumes will continue to be accessed via EVS blue2.
Migration of EVSs to FERMI-BLUE-2
The following EVSs will be migrated to FERMI-BLUE-2:   blue2, if-nas-0 (I.F. app volumes) and 
sci-win-nas-0.   Sci-win-nas-0 is an EVS whose main purpose is to provide services to small Windows-based DAQ systems.  Sci-win-nas-0 shares a back-end array with blue2; therefore, to prevent having an array straddle both cluster-nodes, sci-win-nas-0 will be migrated.  Sci-win-nas-0 is not heavily loaded.
EVS d0-nas-0, which has not been heavily used in recent months, can either remain on FERMI-BLUE-2 or be migrated to FERMI-BLUE-1.  In the tables below, I show it being migrated to FERMI-BLUE-1 where it cannot possibly disrupt interactive I.F. users.
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	FERMI-BLUE-1

	blue3 (I.F. data volumes)
cdf-nas-0
des-nas-0
d0-nas-0

	FERMI-BLUE-2

	if-nas-0 (new EVS for I.F. app volumes)
blue2
sci-win-nas-0



Back-End-Array to NAS-cluster-node distribution after migration
This distribution insures that we don’t have any arrays straddling both NAS cluster nodes. This prevents an overload on one cluster-node from cascading to the other cluster node.
	FERMI-BLUE-1

	hds-2627 (blue3)
hds-3839 (blue3)
hds-8283 (blue3)
hds-8889 (blue3)
hds-9495 (blue3)
hds-9697 (blue3)
hds-113114 (blue3)
hds-115116 (blue3)
hds-2425 (cdf-nas-0)
hds-6768 (cdf-nas-0)
hds-9091 (cdf-nas-0)
hds-2829 (des-nas-0)
hds-5960 (des-nas-0)
hds-6162 (des-nas-0)
hds-8081 (d0-nas-0)

	FERMI-BLUE-2

	lsi-2021 (blue2, if-nas-0  )
lsi-2223 (blue2, if-nas-0  )
hds-6364 (blue2,  sci-win-nas-0)
hds-6566 (blue2,  sci-win-nas-0)
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