									OSG–doc–1011
									December 31, 2010
									www.opensciencegrid.org


[image: ]


Report to the US Department of Energy
December 2010

 (
Miron Livny
University of Wisconsin
PI, Technical Director
Ruth Pordes
Fermilab
Co-PI, Executive Director
Kent Blackburn
Caltech
Co-PI, Council co-Chair
Paul Avery
University of Florida
Co-PI, Council co-Chair
)
Table of Contents
1.	Executive Summary	3
2.	Contributions to Science	3
2.1	ATLAS	3
2.2	CMS	10
2.3	LIGO	13
2.4	ALICE	15
2.5	D0 at Tevatron	16
2.6	CDF at Tevatron	20
2.7	Nuclear physics	25
2.8	MINOS	30
2.9	Astrophysics	31
2.10	Structural Biology	32
2.11	Multi-Disciplinary Sciences	34
2.12	Computer Science Research	34

Sections of this report were provided by: the scientific members of the OSG Council, OSG PI-s and Co-PIs, and OSG staff and partners. Paul Avery and Chander Sehgal acted as the editors.
[bookmark: _Toc203898415][bookmark: _Toc203898417][bookmark: _Toc248132402][bookmark: _Toc248132446][bookmark: _Toc203898418][bookmark: _Toc168999775]
Executive Summary 
[bookmark: _Toc248132405][bookmark: _Toc248132449][bookmark: _Toc248132585][bookmark: _Toc248132776][bookmark: _Toc248132834][bookmark: _Toc248132918][bookmark: _Toc248134245][bookmark: _Toc248134425][bookmark: _Toc248132406][bookmark: _Toc248132450][bookmark: _Toc248132586][bookmark: _Toc248132777][bookmark: _Toc248132835][bookmark: _Toc248132919][bookmark: _Toc248134246][bookmark: _Toc248134426][bookmark: _Toc248132407][bookmark: _Toc248132451][bookmark: _Toc248132587][bookmark: _Toc248132778][bookmark: _Toc248132836][bookmark: _Toc248132920][bookmark: _Toc248134247][bookmark: _Toc248134427][bookmark: _Toc248132408][bookmark: _Toc248132452][bookmark: _Toc248132588][bookmark: _Toc248132779][bookmark: _Toc248132837][bookmark: _Toc248132921][bookmark: _Toc248134248][bookmark: _Toc248134428][bookmark: _Toc248132409][bookmark: _Toc248132453][bookmark: _Toc248132589][bookmark: _Toc248132780][bookmark: _Toc248132838][bookmark: _Toc248132922][bookmark: _Toc248134249][bookmark: _Toc248134429][bookmark: _Toc248132410][bookmark: _Toc248132454][bookmark: _Toc248132590][bookmark: _Toc248132781][bookmark: _Toc248132839][bookmark: _Toc248132923][bookmark: _Toc248134250][bookmark: _Toc248134430][bookmark: _Toc248132411][bookmark: _Toc248132455][bookmark: _Toc248132591][bookmark: _Toc248132782][bookmark: _Toc248132840][bookmark: _Toc248132924][bookmark: _Toc248134251][bookmark: _Toc248134431][bookmark: _Toc248132412][bookmark: _Toc248132456][bookmark: _Toc248132592][bookmark: _Toc248132783][bookmark: _Toc248132841][bookmark: _Toc248132925][bookmark: _Toc248134252][bookmark: _Toc248134432][bookmark: _Toc248132413][bookmark: _Toc248132457][bookmark: _Toc248132593][bookmark: _Toc248132784][bookmark: _Toc248132842][bookmark: _Toc248132926][bookmark: _Toc248134253][bookmark: _Toc248134433][bookmark: _Toc248132414][bookmark: _Toc248132458][bookmark: _Toc248132594][bookmark: _Toc248132785][bookmark: _Toc248132843][bookmark: _Toc248132927][bookmark: _Toc248134254][bookmark: _Toc248134434][bookmark: _Toc248132415][bookmark: _Toc248132459][bookmark: _Toc248132595][bookmark: _Toc248132786][bookmark: _Toc248132844][bookmark: _Toc248132928][bookmark: _Toc248134255][bookmark: _Toc248134435][bookmark: _Toc248132416][bookmark: _Toc248132460][bookmark: _Toc248132596][bookmark: _Toc248132787][bookmark: _Toc248132845][bookmark: _Toc248132929][bookmark: _Toc248134256][bookmark: _Toc248134436][bookmark: _Toc248132417][bookmark: _Toc248132461][bookmark: _Toc248132597][bookmark: _Toc248132788][bookmark: _Toc248132846][bookmark: _Toc248132930][bookmark: _Toc248134257][bookmark: _Toc248134437][bookmark: _Toc248132418][bookmark: _Toc248132462][bookmark: _Toc248132598][bookmark: _Toc248132789][bookmark: _Toc248132847][bookmark: _Toc248132931][bookmark: _Toc248134258][bookmark: _Toc248134438][bookmark: _Toc248132419][bookmark: _Toc248132463][bookmark: _Toc248132599][bookmark: _Toc248132790][bookmark: _Toc248132848][bookmark: _Toc248132932][bookmark: _Toc248134259][bookmark: _Toc248134439][bookmark: _Toc248132420][bookmark: _Toc248132464][bookmark: _Toc248132600][bookmark: _Toc248132791][bookmark: _Toc248132849][bookmark: _Toc248132933][bookmark: _Toc248134260][bookmark: _Toc248134440][bookmark: _Toc248132421][bookmark: _Toc248132465][bookmark: _Toc248132601][bookmark: _Toc248132792][bookmark: _Toc248132850][bookmark: _Toc248132934][bookmark: _Toc248134261][bookmark: _Toc248134441][bookmark: _Toc248132422][bookmark: _Toc248132466][bookmark: _Toc248132602][bookmark: _Toc248132793][bookmark: _Toc248132851][bookmark: _Toc248132935][bookmark: _Toc248134262][bookmark: _Toc248134442][bookmark: _Toc248132423][bookmark: _Toc248132467][bookmark: _Toc248132603][bookmark: _Toc248132794][bookmark: _Toc248132852][bookmark: _Toc248132936][bookmark: _Toc248134263][bookmark: _Toc248134443][bookmark: _Toc248132424][bookmark: _Toc248132468][bookmark: _Toc248132604][bookmark: _Toc248132795][bookmark: _Toc248132853][bookmark: _Toc248132937][bookmark: _Toc248134264][bookmark: _Toc248134444][bookmark: _Toc248132425][bookmark: _Toc248132469][bookmark: _Toc248132605][bookmark: _Toc248132796][bookmark: _Toc248132854][bookmark: _Toc248132938][bookmark: _Toc248134265][bookmark: _Toc248134445][bookmark: _Toc248132426][bookmark: _Toc248132470][bookmark: _Toc248132606][bookmark: _Toc248132797][bookmark: _Toc248132855][bookmark: _Toc248132939][bookmark: _Toc248134266][bookmark: _Toc248134446][bookmark: _Toc248132427][bookmark: _Toc248132471][bookmark: _Toc248132607][bookmark: _Toc248132798][bookmark: _Toc248132856][bookmark: _Toc248132940][bookmark: _Toc248134267][bookmark: _Toc248134447][bookmark: _Toc203898424][bookmark: _Toc248132430][bookmark: _Toc248132474][bookmark: _Toc168999776]Contributions to Science
[bookmark: _Toc139127011][bookmark: _Toc248132475][bookmark: _Toc168999777]ATLAS
The goal of the computing effort as part of the U.S. ATLAS Operations Program is to empower U.S. physicists to address some of the most profound questions in particle physics today: what is the physical origin of mass? Do supersymmetric particles exist and will they shed light on the nature of dark matter? Does space-time have extra spatial dimensions? Answers to these questions would provide a major advance toward completing a unified view of the particles in nature, the forces with which particles interact, and their role in the past and future of our universe. This is a time when we have unusually compelling indications that the Large Hadron Collider (LHC) at CERN, with collision energies three to seven times beyond those available at previous facilities, will lead to especially important discoveries with implications over a broad field of fundamental science.
The ATLAS collaboration, consisting of 174 institutes from 38 countries, completed construction of the ATLAS detector at the LHC, and began first colliding-beam data taking in late 2009. The 44 institutions of U.S. ATLAS made major and unique contributions to the construction of the ATLAS detector, provided critical support for the ATLAS computing and software program and detector operations, and contributed significantly to physics analysis, results, and papers published.   
Following the short run late 2009, LHC collider operations was resumed in March 2010.  By early December 2010 the ATLAS collaboration has taken 1.2 billion events from proton-proton collisions and more than 200 million events from HI collisions. The total RAW (unprocessed) data volume amounts to almost 2 PB (1.6 PB pp and 0.3 PB HI data). While the RAW data was directly replicated to all ten ATLAS Tier-1 centers according to their MoU share (the U.S. receives and archives 23% of the total), the derived data was, after prompt reconstruction at the Tier-0 center, distributed to regional Tier-1 centers for group and user analysis and further distributed to the regional Tier-2 centers. Following significant improvements that were incorporated into the reconstruction code as well as improved calibration data becoming available, re-reconstruction of the data taken through November 2010 was conducted at the Tier-1 centers while users started to analyze the data using resources at the Tier-1 site, Tier-2 centers and their own institutional computing facilities. As the amount of initial data taking was small we observed users running data reduction steps followed by transfers of the derived, condensed data products to their interactive analysis servers, resulting in a reduced utilization of grid resources for a few months until LHC operations resumed in March 2010. However, machine luminosity ramped up rather quickly and much more data was taken in the second half of 2010, particularly in November and December.
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Figure 
1
: Integrated Luminosity as delivered by the LHC vs recorded by ATLAS
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Figure 
2
: Volume of RAW and derived data accumulated by ATLAS
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According to the data distribution policy as it was defined for the US region Event Summary Data (ESD) and Analysis Object Data (AOD) along with their derived versions were replicated in multiple copies to the Tier-2 centers in the U.S. Given that the replication process of several hundred terabytes of data from the Tier-1 center to the Tier-2s needed to be completed within the shortest possible period of time, the data rates the network and the storage systems had to sustain rose to an aggregate rate of 2 gigabytes per second. User analysis on the data started instantly with the arrival of the datasets at the sites. With more data becoming available the level of activity in the analysis queues at the Tier-1 and the Tier-2 centers was almost constant. A significant backlog of jobs waiting in the queues was observed at times.  The workload management system (based on PanDA) distributed the load evenly across all sites able to run analysis on the required datasets. On average, the U.S. ATLAS facility contributes 30% of worldwide analysis-related data access. The number of user jobs submitted by the worldwide ATLAS community and brokered by PanDA to U.S. sites has reached an average number of 600,000 per month peaking occasionally at more than 1 million submitted jobs per month.
[image: ]
Figure 3: Worldwide PanDA usage increased by a factor of three over the past year
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Figure 4: Analysis performance of U.S. ATLAS sites in comparison to other regions – 75% of the ATLAS analysis jobs are completed by 20 sites
Monte Carlo production is ongoing with some 50,000 concurrent jobs worldwide, and about 10,000 jobs running on resources provided by the distributed U. S. ATLAS computing facility comprising the Tier-1 center at BNL and 5 Tier-2 centers located at 9 different institutions spread across the U.S.
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Figure 5: OSG CPU hours (92M total) used by ATLAS over 12 months, color coded by facility.
ATLAS’ data distribution model has multiple replicas of the same datasets within regions (e.g. the U.S.) A significant problem was observed shortly after data taking resumed in March with sharply increasing integrated luminosity that produced an avalanche of new data. In particular, as Tier-2 sites disk storage filled up rapidly a solution had to be found to accommodate the data required for analysis. Based on job statistics that includes information about data usage patterns it was found that only a small fraction of the programmatically replicated data was actually accessed. U.S. ATLAS in agreement with ATLAS computing management consequently decided to change the Tier-2 related distribution model such that only datasets requested by analysis jobs are replicated. Programmatic replication of large amounts of ESDs was stopped, only datasets of all categories that are explicitly requested by analysis jobs are replicated from the Tier-1 center at BNL to the Tier-2 centers in the U.S. Since June 2010, when the initial version of a PanDA steered dynamic data placement system was deployed, we observe a healthy growth of the data volume on disk and are no longer facing situations where actually needed datasets cannot be accommodated.
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[bookmark: _Ref154678203]Figure 6: Cumulative evolution for DATADISK at Tier-2 centers in the U.S.
Figure 6 clearly shows the exponential growth of the disk space utilization in April and May up to the point in June when the dynamic data placement system was introduced. Since then the data volume on disk is almost constant, despite the exponential growth of integrated luminosity and data volume of interest for analysis. Meanwhile the usage of the system, invented and tested by experts in the U.S. and fully transparent to users, was extended to other regions around the world. Disk capacities as provisioned at the Tier-2 centers have thus evolved from a kind of archival storage to a well-managed caching system. As a result of recent discussions it was decided to further develop the system by including the Tier-1 centers and evolve the distribution model such that it is no longer based on a strict hierarchy but allows direct access across all present hierarchy levels. A future model will include remote access to files and fractions thereof, rather than relying on formal dataset subscriptions via the ATLAS distributed data management system prior to getting access to the data.  
Experience gained during the computing challenges and during the first year of ATLAS data taking gives us confidence that the tiered, grid-based computing model has sufficient flexibility to process, reprocess, distill, disseminate, and analyze ATLAS data. We have found, however, that the Tier-2 centers may not be sufficient to reliably serve as the primary analysis engine for more than 400 U.S. physicists. As a consequence a third tier with computing and storage resources located geographically close to the researchers was defined as part of the analysis chain as an important component to buffer the U.S. ATLAS analysis system from unforeseen future problems. Continued enhancement of U.S. ATLAS institutions’ Tier-3 capabilities is still essential and will be based around the short and long-term analysis strategies of each U.S. group.
An essential component of this strategy is the creation of a centralized support structure to handle the increased number of campus-based computing clusters. OSG plays an important role in implementing the necessary components and helped in two key areas: packaging of batch processing (Condor) and storage management components (xrootd), both of which are easily installable and maintainable by physicists. Because this U.S. initiative (driven by Rik Yoshida from Argonne National Laboratory and Doug Benjamin from Duke University in collaboration with OSG) made rapid progress in just a few months, ATLAS Distributed Computing Management invited the initiative leaders to develop a technical and maintainable solution for the Tier-3 community. A very successful CERN workshop addressing Tier-3 issues was organized in January 2010, with good representation from around the globe. Major areas of work and interest were identified during the meeting and short lived working groups were formed to address issues associated with in software installation, data and storage management, data replication and data access. Reports from these groups document the results relevant to their work area and provide important guidance for ongoing implementations.
Open Science Grid has organized regular Tier-3 Liaison meetings between several members of the OSG facilities, U.S. ATLAS and U.S. CMS.  During these meetings, topics discussed include cluster management, site configuration, site security, storage technology, site design, and experiment-specific Tier-3 requirements.  Based on information exchanged at these meetings several aspects of the U.S. ATLAS Tier-3 design were refined leading to improvements regarding the usability and maintainability. 
Today U.S. ATLAS (contributing to ATLAS as a whole) relies extensively on services and software provided by OSG, as well as on processes and support systems that have been produced or evolved by OSG. OSG has become essential for the operation of the worldwide distributed ATLAS computing facility and the OSG efforts have aided the integration with WLCG partners in Europe and Asia. The derived components and procedures have become the basis for support and operation covering the interoperation between OSG, EGEE, and other grid sites relevant to ATLAS data analysis. OSG provides software components that allow interoperability with European ATLAS sites, including selected components from the gLite middleware stack such as LCG client utilities, and file catalogs.
It is vital to U.S. ATLAS that the present level of service continues uninterrupted for the foreseeable future, and that all of the services and support structures upon which U.S. ATLAS relies today have a clear transition or continuation strategy.
Based on observations U.S. ATLAS suggested to OSG to develop a coherent middleware architecture rather than continue providing a distribution as a heterogeneous software system consisting of components contributed by a wide range of projects. Difficulties we encountered included inter-component functional dependencies that require communication and coordination between component development teams. A technology working group, chaired by a member of the U.S. ATLAS facilities group (John Hover, BNL), has been asked to investigate, research, and clarify design issues and summarize technical design trade-offs such that the project teams working on component design and implementation can make informed decisions. In order to achieve the U.S. ATLAS goals, OSG needs an explicit, documented system design, or architecture, so that component developers can make compatible design decisions and virtual organizations (VO) such as U.S. ATLAS can develop their own applications based on the OSG middleware stack as a platform. The middleware architecture and the associated design roadmap are now under development. An area U.S. ATLAS is particularly interested in is Cloud Computing and Virtualization. Properties of interest include that usable resources can be made available instantaneously, once needed, at the required quantities. The foundation could be based on pre-defined virtual machines either furnished by U.S. ATLAS or the cloud provider, which establishes a homogeneous and well-defined system platform. Such a system is accessed via a clearly defined interface that supports functionality including virtual machine loading, starting, stopping, monitoring, cyber security/credential handling, node discovery and more – essentially all means ATLAS applications need to interact with cloud resources. There is a significant interest from U.S. ATLAS in running jobs supplied as virtual machines, because as experience has shown, in the classic grid context it is difficult in having the production and analysis framework to run on arbitrary systems.   
Middleware deployment support provides an essential and complex function for U.S. ATLAS facilities. For example, support for testing, certifying and building a foundational middleware for production and distributed analysis activities is a continuing requirement, as is the need for coordination of the roll out, deployment, debugging and support for the middleware services. In addition, some level of preproduction deployment testing has been shown to be indispensable. This testing is currently supported through the OSG Integration Test Bed (ITB) providing the underlying grid infrastructure at several sites along with a dedicated test instance of PanDA, the ATLAS Production and Distributed Analysis system. These elements implement the essential function of validation processes that accompany incorporation of new versions of grid middleware services into the Virtual Data Toolkit (VDT), which provides a coherent OSG software component repository. U.S. ATLAS relies on the VDT and OSG packaging, installation, and configuration processes to provide a well-documented and easily deployable OSG software stack.
U.S. ATLAS greatly benefits from OSG’s Gratia accounting services, as well as the information services and probes that provide statistical data about facility resource usage and site information passed to the application layer and to WLCG for review of compliance with MoU agreements.
An essential component of grid operations is operational security coordination. The coordinator provided by OSG has good contacts with security representatives at the U.S. ATLAS Tier-1 center and Tier-2 sites. Thanks to activities initiated and coordinated by OSG a strong operational security community has grown up in the U.S. in the past few years, ensuring that security problems are well coordinated across the distributed infrastructure.
No significant problems with the OSG provided infrastructure have been encountered since the start of LHC data taking. However, there is an area of concern that may impact the facilities’ performance in the future. As the number of job slots at sites continues to grow the performance of pilot submission through CondorG and the underlying Globus Toolkit 2 (GT2) based gatekeeper must keep up without slowing down job throughput, particularly when running short jobs. When addressing this point with the OSG facilities team we found that they were open to evaluating and incorporating recently developed components such as the CREAM Computing Element (CE) provided by EGI developers in Italy. Intensive tests were conducted by the Condor team in Madison and numerous integration issues were identified and resolved by the VDT team.
In the area of middleware extensions, U.S. ATLAS continued to benefit from the OSG’s support for and involvement in the U.S. ATLAS-developed distributed processing and analysis system (PanDA) layered over the OSG’s job management, storage management, security and information system middleware and services. PanDA provides a uniform interface and utilization model for the experiment's exploitation of the grid, extending across OSG, EGEE and Nordugrid. It is the basis for distributed analysis and production ATLAS-wide, and is also used by OSG as a WMS available to OSG VOs, as well as a PanDA based service for OSG Integrated Testbed (ITB) test job submission, monitoring and automation. This year the OSG’s WMS extensions program continued to provide the effort and expertise on PanDA security that has been essential to establish and maintain PanDA’s validation as a secure system deployable in production on the grids. In particular PanDA’s glexec-based pilot security system developed in this program went through production readiness tests in the U.S. and Europe throughout the year.
Another important extension activity during the past year was in WMS monitoring software and information systems. During the year ATLAS and U.S. ATLAS continued the process of merging the PanDA/US monitoring effort with CERN-based monitoring efforts, together with the ATLAS Grid Information System (AGIS) that integrates ATLAS-specific information with the grid information systems. The agreed common approach utilizes a python apache service serving json-formatted monitoring data to rich jQuery-based clients. This served as the basis for a new prototype PanDA monitoring infrastructure developed by the OSG effort, now being integrated with the CERN-based effort that also has made substantial progress during the last year. We expect that during 2011 this merge will be completed and PanDA monitoring will have a well defined evolution path for the future. The PanDA monitor began to feel the effects of Oracle scalability limitations (at least with the present configuration of the PanDA Oracle DBs) towards the end of the quarter, and planning began for a program investigating alternative back end DB technologies, particularly for the deep archive of job and file data which show the most severe scaling limitations and which have access patterns amenable to other storage approaches, in particular to the highly scalable key-value pair based systems such as Cassandra and Hive that have emerged as open source software from web behemoths such as Google, Amazon and Facebook. We expect this program to grow into a significant part of our activity in 2011.
[bookmark: _Toc139127012][bookmark: _Toc168999778]CMS
During 2010 CMS has transitioned from commissioning the detector to producing its first physics results across the entire range of physics topics. The first eight scientific papers have been published in peer reviewed journals, including Phys. Rev. Letters, Physics Letters B, Eur. Phys. Journal C, and the Journal of High Energy Physics, and many tens of scientific publications are either submitted to journals, or presently in peer review within the collaboration. 
Among the published results are already some first surprises, like the first “Observation of Long-Range, Near-Side Angular Correlations in Proton-Proton Collisions”, others are searches for new physics that already exceed the sensitivity reached by previous generations of experiments, still others, including the first observation of top pair production at the LHC, are major milestones that measure the cross section for the dominant Standard Model background processes to much of the ongoing, as well as future new physics searches. 
Computing has proven to be the enabling technology it was designed to be, providing an agile environment for scientific discovery. U.S. CMS resources available via the Open Science Grid have been particularly important to the scientific output of the CMS experiment. The seven Tier-2 sites are among the eleven most heavily used Tier-2 sites globally, accounting for about 40% of the total data analysis volume worldwide, and among the top eight contributors to the global Monte Carlo production effort, providing roughly 50% of the total simulation volume worldwide. In aggregate, the U.S. CMS sites have received 3.2 PB of data, 1.3 PB of which was transferred from the FNAL Tier-1, 1.0 PB from other Tier-1 sites, and the rest from other Tier-2 sites. The U.S. leadership position within CMS as indicated by these metrics is attributable to superior reliability, and agility of U.S. sites. We host a complete copy of all core data samples distributed across the seven US Tier-2 sites, and due to the excellent performance of the storage infrastructures, we are able to refresh data quickly. It is thus not uncommon that data becomes available first at U.S. sites, attracting time critical data analysis to those sites. 
Figure 7 and Figure 8 show example metrics for CMS use of computing. Figure 7 shows the number of CPU hours per week used by CMS on OSG. Figure 8 shows the number of pending jobs versus time for CMS worldwide. In both cases, the color coding indicates different sites. Figure 1 shows that use of OSG by CMS has reached a plateau in September 2010. Figure 2 shows that around the same time, the total number of pending jobs started to increase dramatically. When ordering sites according to the number of pending jobs, we find that of the top six most heavily congested sites, four are U.S. CMS Tier-2 sites, the third site is the FNAL Tier-1, and the fifth is the CERN Tier-0. We thus conclude that U.S. CMS is presently resource constrained.
The Open Science Grid has been a significant contributor to this success by providing critical computing infrastructure, operations, and security services.  These contributions have allowed U.S. CMS to focus experiment resources on being prepared for analysis and data processing, by saving effort in areas provided by OSG. OSG provides a common set of computing infrastructure services on top of which CMS, with development effort from the U.S., has been able to build a reliable processing and analysis framework that runs on the Tier-1 facility at Fermilab, the project supported Tier-2 university computing centers, and opportunistic Tier-3 centers at universities. There are currently 27 Tier-3 centers registered with the CMS data grid in the U.S.,  20 of them provide additional simulation and analysis resources via the OSG. The remainder are Universities that receive CMS data via the CMS data grid, using an OSG storage element API, but do not (yet) make any CPU cycles available to the general community. OSG and U.S. CMS work closely together to ensure that these Tier-3 centers are fully integrated into the globally distributed computing system that CMS science depends on.
In addition to common interfaces, OSG provides the packaging, configuration, and support of the storage services.  Since the beginning of OSG the operations of storage at the Tier-2 centers have improved steadily in reliability and performance.  OSG is playing a crucial role here for CMS in that it operates a clearinghouse and point of contact between the sites that deploy and operate this technology and the developers. In addition, OSG fills in gaps left open by the developers in areas of integration, testing, and tools to ease operations.
OSG has been crucial to ensure U.S. interests are addressed in the WLCG.  The U.S. is a large fraction of the collaboration both in terms of participants and capacity, but a small fraction of the sites that make-up WLCG.  OSG is able to provide a common infrastructure for operations including support tickets, accounting, availability monitoring, interoperability and documentation.  Now that CMS is taking data, the need for sustainable security models and regular accounting of available and used resources is crucial. The common accounting and security infrastructure and the personnel provided by OSG represent significant benefits to the experiment, with the teams at Fermilab and the University of Nebraska providing the development and operations support, including the reporting and validation of the accounting information between the OSG and WLCG.
In addition to these general statements, we’d like to point to two specific developments that have become increasingly important to CMS within the last year. Within the last two to three years, OSG developed the concept of “Satellite projects”, and a notion of providing an “ecosystem” of independent technology projects that enhance the overall national computing infrastructure in close collaboration with OSG. CMS is starting to benefit from this concept as it has stimulated close collaboration with computer scientists on a range of issues including 100Gbps networking, workload management, cloud computing and virtualization, and High Throughput Parallel Computing that we expect will lead to multi-core scheduling as the dominant paradigm for CMS in a few years time. The existence of OSG as a “collaboratory” allows us to explore these important technology directions in ways that are much more cost effective, and more likely to be successful than if were pursuing these new technologies within a narrow CMS specific context.
Finally, within the last year, we have seen increasing adoption of technologies and services originally developed for CMS. Most intriguing is the deployment of glideinWMS as an OSG service, adopted by a diverse set of customers including structural biology, nuclear physics, applied mathematics, chemistry, astrophysics, and CMS data analysis. A single instance of this service is jointly operated by OSG and CMS at UCSD for the benefit of all of these communities. OSG developed a Service Level Agreement that is now being reviewed for possible adoption also in Europe. Additional instances are operated at FNAL for the Run II experiments, MINOS, and data reprocessing for CMS at Tier-1 centers. 
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[bookmark: _Ref122593322]Figure 7: OSG CPU hours (80M total) used by CMS over 12 months, color-coded by facility.
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[bookmark: _Ref154680969]Figure 8: Average number of pending jobs per week by CMS worldwide
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LIGO continues to leverage the Open Science Grid for opportunistic computing cycles associated with its grid based Einstein@Home application, known as Einstein@OSG. This application is one of several in use for an “all-sky” search for gravitational waves of a periodic nature attributed to elliptically deformed pulsars. Such a search requires enormous computational resources to fully exploit the science content available within LIGO’s vast datasets. Volunteer and opportunistic computing based on the BOINC (Berkeley Open Infrastructure for Network Computing) has been leveraged to utilize as many computing resource worldwide as possible. Since porting to the grid based Einstein@OSG code onto the Open Science Grid more roughly two year ago, steady advances in both the code performance, reliability and overall deployment onto the Open Science Grid have been demonstrated. OSG has routinely ranked in the top two or three computational providers for this LIGO analysis worldwide. This year, more than 32 million CPU-Hours have been provided towards this search for pulsar signals by the Open Science Grid.
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Figure 9: Opportunistic usage of the OSG by LIGO’s grid based Einstein@Home application for the current year.
[image: Macintosh HD:Users:kent:Desktop:E@OSG-scaling.png]
Figure 10: Scaling improvements in the utilization of the Open Science Grid by the Einstein@OSG application for the past one and a half years. Each rectangle represents the weekly view of number of sites (x-axis) versus the number of CPU cores (y-axis). We are currently saturated at roughly 30 sites, utilizing about 6000 cores on a weekly average.
This year has also seen development effort on a variation of the search for gravitational waves from pulsars with the porting of the “PowerFlux” application onto the Open Science Grid. This is also a broadband search but utilizes a power averaging scheme to more quickly cover a large region of the sky over a broad frequency band. The computational needs are not as large as with the Einstein@Home application at the expense of lower signal resolution. The code is currently being wrapped up to provide better monitoring in a grid environment where remote login is not supported.
One of the most promising sources of gravitational waves for LIGO is from the inspiral of a system of compact black holes and/or neutron stars as the system emits gravitational radiation leading to the ultimate coalescence of the binary pair. The binary inspiral data analyses typically involve working with tens of terabytes of data in a single workflow. Collaborating with the Pegasus Workflow Planner developers at USC-ISI, LIGO continues to identify changes to both Pegasus and to the binary inspiral workflow codes to more efficiently utilize the OSG and its emerging storage technology, where data must be moved from LIGO archives to storage resources near the worker nodes on OSG sites.
One area of intense focus this year has been on the understanding and integration into workflows of Storage Resource Management (SRM) technologies used in OSG Storage Element (SE) sites to house the vast amounts of data used by the binary inspiral workflows so that worker nodes running the binary inspiral codes can effectively access the LIGO data. The SRM based Storage Element established on the LIGO Caltech OSG integration testbed site is being used as a development and test platform to get this effort underway without impacting OSG production facilities. Using Pegasus for the workflow planning, DAGs for the binary inspiral data analysis application using of order ten terabytes of LIGO data have successfully run on three production sites. Performance studies this year have suggested that the use of glide-in technologies can greatly improve the total run time requirements for these large workflows made up of tens of thousands of jobs. This is another area where Pegasus in conjunction with its Corral glide-in features have resulted in further gains in the ability to port and effectively use a complex LIGO data analysis workflow, designed originally for running on the LIGO Data Grid, over to the Open Science Grid where there are sufficient similarities to make this possible, but sufficient differences to require detailed investigations and development activities to reach the desired science driven goals.
LIGO continues working closely with the OSG Security team, DOE Grids, and ESnet to evaluate the implications of its requirements on authentication and authorization within its own LIGO Data Grid user community and how these requirements map onto the security model of the OSG.
[bookmark: _Toc139127014][bookmark: _Toc168999780]ALICE
[bookmark: _Toc139127015]The ALICE experiment at the LHC relies on a mature grid framework, AliEn, to provide computing resources in a production environment for the simulation, reconstruction and analysis of physics data.  Developed by the ALICE Collaboration, the framework is fully operational with sites deployed at ALICE and WLCG Grid facilities worldwide.  During 2010, ALICE US collaboration deployed significant compute and storage resources in the US, anchored by new Tier 2 centers at LBNL/NERSC and LLNL.  These resources, accessible via the AliEn grid framework, are being integrated with OSG to provide accounting and monitoring information to ALICE and WLCG while allowing unused cycles to be used by other NP groups.
In early 2010, the ALICE USA Collaboration’s Computing plan was formally adopted and funded by DOE.  The plan specifies resource deployments at both the existing NERSC-PDSF cluster at LBNL and the LLNL/LC facility, and operational milestones for meeting ALICE USA’s required computing contributions to the ALICE experiment.  A centerpiece of the plan is the integration of these resources with the OSG in order to leverage OSG capabilities for accessing and monitoring distributed compute resources. Milestones for this work included: completion of more extensive scale-tests of the AliEn-OSG interface to ensure stable operations at full ALICE production rates, establishment of operational OSG resources at both facilities, and activation of OSG accounting reports of utilization of these resources by ALICE to the WLCG.  During this year, with the support of OSG personnel, we have met most of the goals set forth in the computing plan.
NERSC/PDSF has operated as an OSG facility for several years and was the target site for the initial development and testing of an AliEn-OSG interface.  With new hardware deployed for ALICE on PDSF in June of 2010, a new set of scaling tests were carried out by ALICE which demonstrated that the AliEn-OSG interface was able to sustain job submission rates and steady-state job-occupancy required by the ALICE team.  Since about mid-July of 2010, ALICE has run production at PDSF with a steady job concurrency rate of about 300 jobs consistent with the computing plan.
During the fall of 2010 a small OSG-ALICE task force was renewed to facilitate further integration with OSG.  Work in the group has focused on the ALICE requirement that resource utilization is reported by the OSG to WLCG.  This work has included cross-checks on accounting records reported by the PDSF OSG site as well as developing additional tools needed for deploying OSG accounting at the LLNL/LC facility. As a result of these efforts, both facilities currently report accounting records to OSG and these reports will be forwarded to WLCG via normal OSG operations as soon as the facilities are fully registered with the WLCG.
[bookmark: _Toc168999781]D0 at Tevatron
The D0 experiment continues to rely heavily on OSG infrastructure and resources in order to achieve the computing demands of the experiment.  The D0 experiment has successfully used OSG resources for many years and plans on continuing with this very successful relationship into the foreseeable future. This usage has resulted in a tremendous science publication record, including contributing to improved limits on the Higgs mass exclusion as shown in Figure 11.
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[bookmark: _Ref138415440]Figure 11: Plot showing the latest combined D0 and CDF results on the observed and expected 95% confidence limit upper limits on the ratios to the Standard Model cross section as a function of Higgs mass.
All D0 Monte Carlo simulation is generated at remote sites, with OSG continuing to be a major contributor.  During the past year, OSG sites simulated over 500 million events for D0, approximately 1/3 of all production.  The rate of production has leveled off over the past year as almost all major sources of inefficiency have been resolved and D0 continues to use OSG resources very efficiently.  The changes in policy at numerous sites for job preemption, the continued use of automated job submissions, and the use of resource selection has allowed D0 to opportunistically use OSG resources to efficiently produce large samples of Monte Carlo events.   D0 continues to use approximately 31 OSG sites regularly in its Monte Carlo production.  The total number of D0 OSG MC events produced over the past several years has exceeded 1 billion events (Figure 12).
Over the past year, the average number of Monte Carlo events produced per week by OSG continues to remain approximately constant.  Since we use the computing resources opportunistically, it is interesting to find that, on average, we can maintain an approximately constant rate of MC events (Figure 13).  Dips in OSG production are now only typically due to D0 switching to new software releases which temporarily stops our requests to OSG. Over the past year D0 has been able to obtain the necessary opportunistic resources to meet our Monte Carlo needs even though the LHC also has high demand.  We have been able to achieve this by continuing to improve our efficiency and to add additional resources each year.  It is hoped that the Tevatron program will continue to run for several more years, therefore D0 will continue to need OSG resources for many more years.
Last year D0 was able to use LCG resources at a significant level to produce Monte Carlo events.  The primary reason that this was possible was that LCG began to use some of the infrastructure developed by OSG.  Because LCG was able to easily adopt some of the OSG infrastructure, D0 was able to produce approximately 200 million Monte Carlo events last year on LCG.  The ability for OSG infrastructure to be used by other grids has proved to be very beneficial. 
The primary processing of D0 data continues to be run using OSG infrastructure. One of the very important goals of the experiment is to have the primary processing of data keep up with the rate of data collection. It is critical that the processing of data keep up in order for the experiment to quickly find any problems in the data and to keep the experiment from having a backlog of data.  Typically D0 is able to keep up with the primary processing of data by reconstructing 6-8 million events/day (Figure 14).  However, when the accelerator collides at very high luminosities, it is difficult to keep up with the data using our standard resources.  However, since the computing farm and the analysis farm have the same infrastructure, D0 is able to move analysis computing nodes to primary processing to improve its daily processing of data, as it has done on more than one occasion. This flexibility is a tremendous asset and allows D0 to efficiently use its computing resources.  Over the past year D0 has reconstructed nearly 2 billion events on OSG facilities.  In order to achieve such a high throughput, much work has been done to improve the efficiency of primary processing.  In almost all cases, only 1-2 job submissions are needed to complete a job, even though the jobs can take several days to finish, see 
Figure 15. 
OSG resources continue to allow D0 to meet is computing requirements in both Monte Carlo production and in data processing.  This has directly contributed to D0 publishing 29 papers in 2010 (with 10 additional papers submitted for publication) see http://www-d0.fnal.gov/d0_publications/. 
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[bookmark: _Ref138348166]Figure 12: Cumulative number of D0 MC events generated by OSG during the past year.
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[bookmark: _Ref138437499]Figure 13: Number of D0 MC events generated per week by OSG during the past year. The dip in production in December and January was due to D0 switching to a new software release which temporarily reduced our job submission rate to OSG
[image: ]
[bookmark: _Ref138437550]Figure 14: Daily production of D0 data events processed by OSG infrastructure. The dips  correspond to times when the accelerator was down for maintenance so no events needed to be processed.
[bookmark: _Ref138437578][image: ]
Figure 15: Submission statistics for D0 primary processing.  In almost all cases, only 1-2 job submissions are required to complete a job even though jobs can run for several days.
[bookmark: _Toc139127016][bookmark: _Toc168999782]CDF at Tevatron
In 2009-2010, the CDF experiment produced produced 48 new results for winter 2010 and then an additional 42 new results for summer using OSG infrastructure and resources.  Included in these results was achieving Standard Model sensitivity at the 95% CL to a Higgs at a mass of 165 GeV/c2 and, when combined with D0, excluding a Higgs with a mass between 158 and 175 GeV/c2 (Figure 16).
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[bookmark: _Ref138437712]Figure 16: Upper limit plot of recent CDF search for the Standard Model Higgs
The OSG resources support the work of graduate students, who are producing one thesis per week, and the collaboration as a whole, which is submitting a publication of new physics results every ten days. About 50 publications have been submitted in this period.  A total of 900 million Monte Carlo events were produced by CDF in the last year.  Most of this processing took place on OSG resources. CDF also used OSG infrastructure and resources to support the processing of 2.4 billion raw data events.  A major reprocessing has been under way to increase the b tagging efficiency for improved sensitivity to low mass Higgs. The production output from this and normal processing was 5.4 billion reconstructed events, some of which were then processed into 4.7 billion ntuple events with the remainder to be processed with improved ntuple information in the beginning of next year. An additional 471M events were created from Monte Carlo. Detailed numbers of events and volume of data are given in Table 1 (total data since 2000) and Table 2 (data taken from January 2010 to December 2010).
[bookmark: _Ref138348627][bookmark: _Ref138348571]Table 1: CDF data collection since 2000
	Data Type
	Volume (TB)
	# Events (M)
	# Files

	Raw Data
	1852
	12519
	2126833

	Production
	2712
	18454
	2520643

	MC
	918
	6241
	1062320

	Stripped-Prd
	96
	823
	90925

	Stripped-MC
	0
	3
	533

	MC Ntuple
	441
	6494
	349331

	Total
	6019
	44534
	6150585



[bookmark: _Ref138348596][bookmark: _Ref138348585]Table 2: CDF data collection from June 2009- June 2010
	Data Type
	Data Volume (TB)
	# Events (M)
	# Files

	Raw Data
	400.5
	2448.7
	446210

	Production
	942.5
	5410.5
	776545

	MC
	94.38
	471.07
	114833

	Stripped-Prd
	16.52
	92.545
	13233

	Stripped-MC
	0
	0
	0

	Ntuple
	166.2
	4692.3
	135599

	MC Ntuple
	140.1
	471.067
	117109

	Total
	1760.2
	13586.2
	1603529


The OSG provides the collaboration computing resources through two portals.  The first, the North American Grid portal (NamGrid), covers the functionality of MC generation in an environment which requires the full software to be ported to the site and only Kerberos or grid authenticated access to remote storage for output. The second portal, CDFGrid, provides an environment that allows full access to all CDF software libraries and methods for data handling. 
CDF operates the pilot-based Workload Management System (glideinWMS) as the submission method to remote OSG sites. Figure 17 shows the number of running jobs on NAmGrid and demonstrates that there has been steady usage of the facilities, while Figure 18, a plot of the queued requests, shows that there is large demand.  CDF MC production is submitted to NAmGrid and use of OSG CMS, CDF, and General purpose Fermilab resources plus MIT is observed.
A large resource provided by Korea at KISTI is in operation and provides a large Monte Carlo production resource with high-speed connection to Fermilab for storage of the output.  It also provided a cache that allows the data handling functionality to be exploited.  The system was commissioned and 10TB of raw data were processed using SAM data handling with KISTI in the NAmGrid portal.  Problems in commissioning were handled with great speed by the OSG team through the “campfire” room and through weekly VO meetings.  Lessons learned to make commissioning and debugging easier were analyzed by the OSG group.  KISTI is being run as part of NAmGrid for MC processing when not being used for reprocessing.  
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[bookmark: _Ref156141560]Figure 17: Running jobs on NAmGrid
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[bookmark: _Ref156141373]Figure 18: Waiting CDF jobs on NAmGrid, showing large demand, especially in preparation for the 42 results sent to Lepton-Photon in August 2009 and the rise in demand for the winter 2010 conferences.
Plots of the running jobs and queued requests are shown in Figure 19 and Figure 20. The very high demand for the CDFGrid resources observed during the winter conference season (leading to 48 new results) and again during the summer conference season (leading to an additional 42 new results), is noteworthy. Queues exceeding 30,000 jobs can be seen.  The decrease in load over the summer was due to an allocation of 15% of the CDFGrid resources for testing with SLF5.  This testing period ended with the end of the summer conference season on August, 2010. At that point all of the CDFGrid and NAmGrid resources were upgraded to SLF5 and this became the default. CDF raw data processing, ntupling and user analysis has now been converted to SLF5.
[bookmark: _Ref138348752][image: ]
[bookmark: _Ref156141344]Figure 19: Running CDF jobs on CDFGrid

[bookmark: _Ref138348813][image: ]
[bookmark: _Ref156141488]Figure 20: Waiting CDF jobs on CDFGrid
A clear pattern of CDF computing has emerged. There is high demand for Monte Carlo production in the months after the conference season, and for both Monte Carlo and data starting about two months before the major conferences. Since the implementation of opportunistic computing on CDFGrid in August, the NAmGrid portal has been able to take advantage of the computing resources on FermiGrid that were formerly only available through the CDFGrid portal. This has led to very rapid production of Monte Carlo in the period of time between conferences when the generation of Monte Carlo datasets are the main computing demand.
A number of issues affecting operational stability and operational efficiency have been pointed out in the last report. Those that remain and solutions or requests for further OSG development are cited here.
· Service level and Security: Since April, 2009 Fermilab has had a new protocol for upgrading Linux kernels with security updates. While main core services can be handled with a rolling reboot, the data handling still requires approximately quarterly draining of queues for up to 3 days prior to reboots.
· Opportunistic Computing/Efficient resource usage: 
Preemption policy has not been revisited and CDF has not tried to include any new sites due to issues that arose when commissioning KISTI.  It was found that monitoring showed that the KISTI site was healthy while we found that glideins from glideWMS were “swallowed” leaving a cleanup operational issue. This is being addressed by OSG.
· Management of database resources: Monte Carlo production led to a large load on the CDF database server for queries that could be cached.  An effort to reduce this load was launched and most queries were modified to use a Frontier server with Apache.  This avoided a problem in resource management provided Frontier servers are provided with each site installation.
· Management of input Data resources: During the conference crunch in July 2009 and again in March 2010 there was huge demand on the data-handling infrastructure and the 350TB disk cache was being turned over every ten weeks. Effectively the files were being moved from tape to disk, being used by jobs and deleted. This in turn led to many FermiGrid worker nodes sitting idle waiting for data.  A program to understand the causes of idle computing nodes from this and other sources has been initiated and CDF users are asked to more accurately describe what work they are doing when they submit jobs by filling in qualifiers in the submit command. Pre-staging of files was implemented but further use of file management using SAM is being made default for the ntuple analysis framework. There is a general resource management problem pointed to by this and the database overload issue.
Resource requirements of jobs running on OSG should be examined in a more considered way and would benefit from more thought by the community at large.
The usage of OSG for CDF has been fruitful and the ability to add large new resources such as KISTI as well as more moderate resources within a single job submission framework has been extremely useful for CDF.  The collaboration has produced significant new results in the last year with the processing of huge data volumes.  Significant consolidation of the tools has occurred.  In the next year, the collaboration looks forward to a bold computing effort in the push to see evidence for the Higgs boson, a task that will require further innovation in data handling and significant computing resources in order to reprocess the large quantities of Monte Carlo and data needed to achieve the desired improvements in tagging efficiencies.  We look forward to another year with high publication rates and interesting discoveries.
[bookmark: _Toc139127017][bookmark: _Toc168999783]Nuclear physics
STAR’s tenth year of data taking has brought new levels of data challenges, with the most recent year’s data matching the integrated data of the previous decade.  Now operating at the Petabyte scale, the data mining and production has reached its maximum potential.  Over a period of 10 years of running, the RHIC/STAR program has seen a data rates growing by two orders of magnitudes, and despite the increase in the data processing challenge,yet  data production has kept pace have still been achieved whileand data analysis as well asand science productivity remained strong. In 2010, the RHIC program and Brookhaven National Laboratory earned recognition as number 1 for Hadron collider research.[footnoteRef:1].     [1:  http://sciencewatch.com/ana/st/hadron/institutions/] 

To effectively face the data challenge, all raw simulations had previously been migrated to Grid-based operations.  This year, the migration has been expanded, with a noticeable shift toward the use of Cloud resources wherever possible.  While Cloud resources had been an interest to STAR as early as 2007, our previous years’ reports noted multiple tests and a first trial usage of Cloud resources (Nimbus) in 2008/2009 at the approach of a major conference, absorbing additional workload stemming from a last minute request.  This mode of operation has continued as the Cloud approach is increasingly allowsing STAR to run what our collaboration has not been able to perform on Grid resources due to its technical limitations (harvesting of resources on the fly has been debated in length by STAR as an unreachable ideal an for experiment equipped with complex software stacks).  Especially, Grid usage remains restricted to either opportunistic use of resources for event generator-based production (self-contained program easily assembled) or non-opportunistic / dedicated site usage with a pre-installed software stack maintained by a local crew allowing running STAR’s complex workflows.  Cloud resources, coupled with virtualization technology, permit relatively easy deployment of the full STAR software stack within the VM, allowing large simulation requests to be accommodated.  Even more relevant for STAR’s future, recent tests successfully demonstrated that larger scale real data reconstruction is easily feasible.  Cloud activities and development remain (with some exceptions) outside the scope and program of work of the Open Science Grid; one massive simulation exercise was partly supported by the ExTENCI satellite project.
STAR had planned to also run and further test the Glow resources after an initially successful reported usage via a Condor/VM mechanism. However, several alternative resources and approaches offered themselves.  The use of the Clemson model especially appeared to allow for faster convergence and deliverables of a needed simulation production in support of the Spin program component of RHIC/STAR.  Within a sustained scale of 1,000 jobs (peaking at 1,500 jobs) for three weeks, STAR clearly demonstrated that a full fledge Monte-Carlo simulation followed by a full detector response simulation and track reconstruction was not only possible on Cloud but of a large benefit to our user community.  With over 12 billion PYTHIA events generated, this production represented the largest PYTHIA event sample ever generated in our community.  The usage of Cloud resources in this case expanded the resources capacity for STAR by 25% (comparing to the resources available at BNL/RCF) and, for a typical student’s work, allowed a year long science time wait to be delivered in a few weeks. Typically, a given user at the RCF would be able to claim 50 job slots (the facility being shared by many users) while in this exploitation of Cloud resources, all 1,000 slots were uniquely dedicated to a given task and one student.  The sample represented a four order of magnitude increase in statistics comparing to other studies made in STAR with a near total elimination of statistical uncertainties which would have reduced the the significance of model interpretations. The results were presented at the Spin 2010 conference where unambiguous agreement between our data and the simulation was shown.  It is noteworthy that the resources were gathered in an opportunistic manner as seen in Figure 21.  We would like to acknowledge the help from our colleagues from Clemson, partly funded by the ExTENCI project.
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[bookmark: _Ref282078492]Figure 21: Graph of the number of available machines to STAR (in red), working machines (in green) and idle nodes (in blue) within an opportunistic resource gathering at Clemson University. Within this period, the overlap of the red and green curve demonstrates the submission mechanism allows for immediate harvesting of resources as they become available.

An overview of STAR’s Cloud efforts and usage has been presented at the OSG all hand-meeting in March 2010 (see “Status of STAR's use of Virtualization and Clouds”) and at the International Symposium on Grid Computing 2010 (“STAR’s Cloud/VM Adventures”). Further overview of activities was given at the Atlas ATLAS data challenge workshop held at BNL that same month and finally, a summary presentation was given the CHEP 2010 conference in Taiwan in October (“When STAR Meets the Clouds – Virtualization & Grid Experience”).. Based on usage trend and progress with Cloud usage and scalability, we project that 2011 will see workflow of the order of 10 to 100k jobs sustained as routine operation (see Figure 22).
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[bookmark: _Ref282081000]Figure 22: Summary of our Cloud usage as a function of date. As seen, the rapid progression of the exploitation and usage may indicate that a 10,000 job scale in 2011 may be at reach.
From BNL, we steered Grid-based simulation productions (essentially running on our NERSC resources), and STAR has in total produced 4.8 Million events representing a total of 254,200 CPU hours of processing time using the standard OSG/Grid infrastructure. During our usage of the NERSC resources, we re-enabled the SRM data transfer delegation mechanism allowing for a job to terminate and pass to a third party service (SRM) the task of transferring the data back to the Tier0 center, BNL.  We had previously used this mechanism but not integrated it into our regular workflow as the network transfers allowed for immediate globus-based file transfer with no significant additional time added to the workflow.  However, due to performance issues with our storage cache at BNL (outside of STAR’s control and purview), the transfers were recently found, at times, to add a significant overhead to the total job time (41% impact on total job time).  The use of a 0.5 TB cache on the NERSC side and the SRM delegation mechanism allowed mitigation of the delay problems.  In addition to NERSC, large simulation event generations were performed on the CMS/MIT site for the study of prompt photon cross section and double spin asymmetry.  Forty-three million raw PYTHIA events were generated, amongst which 300 thousand events were passed to GEANT as part of cross section / pre-selection speed up (event filtering at generation), a mechanism designed in STAR to cope with large and statistically challenging simulations (cross section-based calculations require however to generate with a non-restrictive phase space and count the events passing our filter and the one being rejected).  Additionally, 20 billion PYTHIA events (1 million filtered and kept) were also processed on that facility.  The total resource usage was equivalent to about 100,000 hours of CPU hours spanning over a period of two months total. 
STAR has also begun to test the resources provided by the Magellan project at NERSC and aims at pushing a fraction of its raw datasets to the Magellan Cloud for immediate processing via an hybrid Cloud/Grid approach (a standard Globus gatekeeper will be used as well as data transfer tools), while the virtual machine capability will be leveraged for provisioning the resources with the most recent STAR software stack. The goal of this exercise is to provide a fast lane processing of data for the Spin working group with processing of events in near real time. While near real-time processing is already practiced in STAR, the run support data production known as “FastOffline” currently uses local BNL/RCF resources and passes over a sample of the data only once. The use of Cloud resources would allow outsourcing yet another workflow in support of the experiment scientific goals. This processing is also planned to be iterative, each pass using more accurate calibration constants. We expect by then to shorten the publication cycle of results from proton+proton 500 GeV Run 11 data by a year. During the Clemson exercise, STAR had designed a scalable database access approach which we will also use for this exercise.  In essence, leveraging the capability of our database API, a “snapshot” is created and uploaded to the virtual machine image and a local database service is started. The need for a remote network connection is then abolished (as well as the possibility of thousands of processes overstressing the RHIC/BNL database servers).  A fully ready database factory is available for exploitation.  Final preparations of the workflow are in discussion, and if successful, this modus-operandi will represent a dramatic shift in the data processing capabilities of STAR.  Raw data production will no longer be constrained to dedicated resources but allowed on widely distributed Cloud based resources).
The OSG infrastructure has been heavily used to transfer and redistribute our datasets from the Tier-0 (BNL) center to our other facilities. Noticeably, the NERSC/PDSF center holds full sets of analysis ready data (known as micro-DST) for the Year 9 data and, on the approach of the Quark Matter 2011 conference, we plan to make available the year 10 data allowing to spread user analysis over multiple facilities (Tier2 centers in STAR typically transfer only subsets of the data, targeting local analysis needs). Up to 7 TB of data can be transferred a day and over 150 TB of data were transferred in 2010 from BNL to PDSF. 
As a collaborative effort between BNL and the Prague institution, STAR is in the process of deploying a data placement planer tool in support of its data redistribution and production strategy. The planer is based on reasoning as per {from where / to where} the data has to be {taken / should be moved} to achieve the fastest possible plan, whether the plan is a data placement or a data production and processing turn-around. To get a baseline estimate of the transfer speed limit between BNL and PDSF, we have reassessed the link speed. The expected transfer profile is given by Figure 23. We expect this activity to reach completion by mid-2011.
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[bookmark: _Ref282158150]Figure 23: Transfer speed maximum between BNL and NERSC facility. The speed maximum is consistent with a point to point 1 Gb/sec link.
All STAR physics publications acknowledge the resources provided by the OSG.
[bookmark: _Toc139127018][bookmark: _Toc168999784]MINOS
Over the last three years, computing for MINOS data analysis has greatly expanded to use more of the OSG resources available at Fermilab. The scale of computing has increased from about 50 traditional batch slots to typical user jobs running on over 2,000 cores, with an expectation to expand to about 5,000 cores (over the past 12 months we have used 3.1M hours on OSG from 1.16M submitted jobs). This computing resource, combined with 120 TB of dedicated BlueArc (NFS mounted) file storage, has allowed MINOS to move ahead with traditional and advanced analysis techniques, such as Neural Network, Nearest Neighbor, and Event Library methods. These computing resources are critical as the experiment has moved beyond the early, somewhat simpler Charged Current physics, to more challenging Neutral Current, +e, anti-neutrino and other analyses which push the limits of the detector. We use a few hundred cores of offsite computing at collaborating universities for occasional Monte Carlo generation. MINOS was also successful at using TeraGrid resources at TACC in Fall 2009 for a complete pass over our data.
MINOS recently made a disappearance anti- measurement (shown at Neutrino 2010) comparing the energy spectra of antineutrino interactions in a near and far target that fits well to a mass difference model.
[image: ]
Figure 24: Confidence Interval contours in the fit of the MINOS Far Detector antineutrino data (red) to the hypothesis of two-flavor oscillations. The solid (dashed) curves give the 90% (68%) contours.
[bookmark: _Toc139127019][bookmark: _Toc168999785]Astrophysics
The Dark Energy Survey (DES) used approximately 40,000 hours of OSG resources during the period January 2010 – December 2010 to generate simulated images of galaxies and stars on the sky as would be observed by the survey.  The bulk of the simulation activity took place during a production run which generated a total of 3.5 Terabytes of simulated imaging data for use in testing the DES data management data processing pipelines as part of DES Data Challenge 5 (DC5).  The DC5 simulations consist of 2600 mock science images, covering some 200 square degrees of the sky, along with nearly another 1000 calibration images needed for data processing.  Each 1-GB-sized DES image is produced by a single job on OSG and simulates the 300,000 galaxies and stars on the sky covered in a single 3-square-degree pointing of the DES camera.  The processed simulated data are also being actively used by the DES science working groups for development and testing of their science analysis codes.  In addition to the main DC5 simulations, we also used OSG resources to produce about an additional 1 TB of simulated images, consisting of science and calibration images for the DES weak lensing and supernova science working groups, and for 5 smaller simulation data sets generated to enable quick turnaround and debugging of the DES data processing pipelines.  Figure 1 shows an example color composite image of the sky derived from these DES simulations.
[bookmark: _Toc139127020][image: gsn_color]
Figure 25: Example simulated color composite image of the sky, here covering just a very small area compared to the full 5000 deg2 of sky that will be observed by the Dark Energy Survey.  Most of the objects seen in the image are simulated stars and galaxies.  Note in particular the rich galaxy cluster at the upper right, consisting of the many orange-red objects, which are galaxies that are members of the cluster.  The red, green, and blue streaks are cosmic rays, and have those colors as they each appear in only one of the separate red, green, and blue images used to make this color composite image.
[bookmark: _Toc168999786]Structural Biology
The SBGrid Consortium, operating from Harvard Medical School in Boston is supporting software needs of ~150 structural biology research laboratories, mostly in the US. The SBGrid Virtual Organization (SBGrid VO) extends the initiative to support most demanding structural biology applications on resources of the Open Science Grid. Support by the SBGrid VO is extended to all structural biology groups, regardless of their participation in the Consortium. Within last 12 months we have significantly increased our participation in the Open Science Grid, in terms of both utilization and engagement. Specifically:
· We have launched and successfully maintained a GlideinWMS grid gateway at Harvard Medical School. The gateway communicates with the Glidein Factory at UCSD, and dispatches computing jobs to several computing centers across the US. This new infrastructure allowed us to reliably handle the increased computing workload. Within the last 12 months our VO supported ~close to 65 million CPU hours on the Open Science Grid, and we rank as number 10 Virtual Organization in terms of overall utilization.
· SBGrid completed development of the Wide Search Molecular Replacement workflow. The paper describing its scientific impact was recently published in PNAS. Another paper presenting the underlying computing technology was presented during the 3rd IEEE Workshop on Many-Task Computing on Grids and Supercomputers, co-located with ACM/IEEE SC10 International Conference for High Performance, Networking, Storage and Analysis.
· The WS-MR portal was made publicly available to public in November, 2010. Since its release we have supported 35 users. The mMajority of users were from US academic institutions (e.g. Yale University, Harvard, WUSTL, University of Tennessee, University of Massachusetts, Stanford, Immune Disease Institute, Cornell University, Caltech), but international research groups utilized the portal as well (including research groups from Canada, Germany, Australia and Taiwan).
· We continue planning for integration of the central biomedical cluster at Harvard Medical School with Open Science Grid resources. The cluster has been recently funded for expansion from 1000 to 7000 cores (S10 NIH award), and the first phase of the upgrade is being completed in December.
· Our VO is organizing the Open Science Grid All-Hand Meeting which is scheduled to take place in Boston in March of 2011. We have prepared a preliminary program agenda, and participated in several planning discussions.
· We successfully maintained a specialized MPI cluster in Immune Diesease Institute (Harvard Medical School affiliate) to support highly scalable molecular dynamics computations. A long-term molecular dynamics simulation was recently completed on this cluster, and will complement crystal structure that was recently determined in collaboration with Walker laboratory at HMS (Nature, in press). The resource is also available to other structural biology groups in Boston area.
[image: ]
Figure 26: Crystal structure of the MHC Class I molecule presenting a peptide, and bound to the T-cell receptor. MHC peptide binding domain rendered in red has a unique fold. The other six domains in the complex are all members of the immunoglobulin superfamily (IgSF). The WS-MR approach can identify a very small subset (4/~4000) of previously determined Ig structures that could be used here to bootstrap structure determination process
[bookmark: ALICE][bookmark: _Toc168999787]Multi-Disciplinary Sciences
The Engagement team has worked directly with researchers in the areas of: biochemistry (Xu), molecular replacement (PRAGMA), molecular simulation (Schultz), genetics (Wilhelmsen), information retrieval (Blake), economics, mathematical finance (Buttimer), computer science (Feng), industrial engineering (Kurz), and weather modeling (Etherton).
The computational biology team led by Jinbo Xu of the Toyota Technological Institute at Chicago uses the OSG for production simulations on an ongoing basis. Their protein prediction software, RAPTOR, is likely to be one of the top three such programs worldwide. 
A chemist from the NYSGrid VO using several thousand CPU hours a day sustained as part of the modeling of virial coefficients of water. During the past six months a collaborative task force between the Structural Biology Grid (computation group at Harvard) and OSG has resulted in porting of their applications to run across multiple sites on the OSG. They are planning to publish science based on production runs over the past few months.
[bookmark: _Toc168999788]Computer Science Research
OSG continues to provide a laboratory for research activities to deploy and extend advanced distributed computing technologies in the following areas: 
.The  collaboration A continuing collaborationes between the Condor project, US ATLAS, and US CMS isn using the OSG to test the scalability and methods for “just-in-time” scheduling across the OSG sites using “glide-in” methods. Glideins introduce new challenges, like two-tiered matching, two-tiered authorization model, network connectivity, and scalability. The two-tiered matching is being addressed within the glideinWMS project sponsored by US CMS. The two-tiered authorization is addressed by the gLExec component developed in Europe by NIKHEF, and partially supported by Fermilab for OSG. The network and scalability issues are being addressed by Condor.
Cybersecurity is a growing concern, especially in computing grids, where attack propagation is possible because of prevalent collaborations among thousands of users and hundreds of institutions. The collaboration rules that typically govern large science experiments as well as social networks of scientists span across the institutional security boundaries. A common concern is that the increased openness may allow malicious attackers to spread more readily around the grid. Mine Altunay of OSG Security team collaborated with Sven Leyffer and Zhen Xie of Argonne National Laboratory and Jeffrey Linderoth of University of Wisconsin-Madison to study this problem by combining techniques from computer security and optimization areas.  The team framed their research question as how to optimally respond to attacks in open grid environments. To understand how attacks spread, they used OSG infrastructure as a testbed. They developed a novel collaboration model observed in the grid and a threat model that is built upon the collaboration model. This work is novel in that the threat model takes social collaborations into account while calculating the risk associated with a participant during the lifetime of the collaboration. The researchers again used OSG testbed for developing optimal response models (e.g. shutting down a site vs. blocking some users preemptively) for simulated attacks. The results of this work has been presented at SIAM Annual Conference 2010 at Denver, Colorado and also submitted to the Journal of Computer Networks.
In addition applied research has been done to deploy the Hadoop storage system and XROOTD data caching systems into the US CMS and US ATLAS distributed systems. 
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