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Introduction
This documentation is intended as a primer using the Safety System Computer Databases. As mentioned in the Safety system Database Primer, the databases reside on the Y:drive in “Y:Interlock Group/Projects/SScomputer/DATABASES FMpro”.
There are four databases that contain the data needed to run/configure the Safety System applications on the Safety System servers. The following describes how to use the databases. The system will not work without the databases. The Filemaker Pro databases are used to export the file data in a <TAB> de-limited text file, known as a candidate file. Once on a Safety System server, the candidate file can be properly verified, designated as a production file, and be used by a Safety System server.
Database Access
Data entry access to these databases is available to the Interlock Group via the clever username, “interlocks” and the password, “Safety1”. Administrator access is available for Randy Zifko and Greg Giese, under the accounts “rmzifko” and “giese”.
The databases reside on the Y:drive in the previously mentioned location (make a Shortcut on your Desktop). They are implemented as Filemaker Pro database files and are not served out. This of course means that there is single user access only. The databases are used infrequently, and simultaneous multi-user access is unnecessary and is actually undesirable.
Database Usage/Export 
The typical usage of the databases is to modify them to your liking and then run the “Export” script which will place your data on the Desktop of your PC. The file(s) will be created in a format appropriate for the Safety System servers with a “.TAB” extension and a prefix of “esh_”.
[bookmark: _GoBack]The next step is to move them to the development machine (currently, adeshdev) via WinSCP. An appropriately configured WinSCP session using outland as a proxy will get us across the Controls firewall and onto the development machine. Simply select the “adeshdev” session when WinSCP boots and you will see the Login dialog. You will be presented with your PC “Desktop” on the left side and “adeshdev:/esh/directories” on the right side. Simply locate the FMPro exported file(s) on the “Desktop” side, and drag to the “/esh/directories” side. Done! 
Now login to the development machine at the terminal or remotely from your PC via PuTTY. To log in via PuTTY, choose the “outland” session and click load. This will load the settings required to get you to outland using your PC’s NetworkID Kerberos credentials. When the terminal window appears and you see the login prompt, simply enter your username. You will be logged into outland (the controls border machine). Then simple type “ssh adeshdev” and you will be logged into adeshdev, the development machine. As shown below, change directories to /esh/directories and the list the directory via ls -l. To work on the files one needs superuser privileges, so become a superuser using the Kerberos ticket in your possession, via “ksu”. You now have superuser privileges.
[giese@adeshdev ~]$ cd /esh/directories	 go to the working directory
[giese@adeshdev directories]$ ls -l		 list it
 
-rw-rw-r--. 1 giese esh  11916 Aug 31 10:12 aart.dir	 target file
-rw-rw-r--. 1 giese esh     27 Aug  3 14:13 cfghost.conf
-rw-r--r--. 1 giese esh  11916 Sep 15 15:01 esh_aart.TAB	 new file
-rw-rw-r--. 1 giese esh 985924 Aug 31 10:03 history.dir
-rw-rw-r--. 1 giese esh    957 Sep 11 10:54 lepr.conf
-rw-rw-r--. 1 giese esh    922 Apr  7 10:29 plc.dir
-rw-rw-r--. 1 giese esh   8865 Aug 31 10:03 rad.dir
-rw-rw-r--. 1 giese esh   1832 May 17 11:01 radOUT.dir
-rw-rw-r--. 1 giese esh    672 May 17 11:01 radSys.dir



Testing
The next step in updating the directories is to check them. Most of the configuration files have an application in /esh/bin that can be run to check them. These “checking” apps verify the file structure and a few other things, and will alert the user to file issues. There is accommodation made to check uploaded files BEFORE renaming them to the production version names. Currently the apps consist of chk_aart, chk_raddir, and chk_pindir. The checking applications have been modified to present the user with a simple menu-driven interface. In each case the candidate and production files are presented and the user simply picks a file to check.
chk_aart
The production version of the aart file is “aart.dir” and the uploaded version is “esh_aart.tab”. The app, chk_aart can be used to test either. Typically, one would test the uploaded file and then rename to the production version. A successful run of chk_aart will result in something like the following:

===================================================================
chk_aart  v18.1.25 Checking: '/esh/directories/aart.dir' for compliance.
    The aart address directory, /esh/directories/aart.dir was opened.....

     SUCCESS!! '/esh/directories/aart.dir' met compliance criteria!

     458 aarts read & parsed

         There were no aartname errors.
         There were no aart type errors.
         There were no Data_Pool offset errors.
         There were no duplicate aart addresses in any ports.
         There were no port assignment errors.

===================================================================
chk_raddir
The production versions of the rad files are “rad.dir” and “radOUT.dir” and the uploaded versions are “esh_raddir.tab” and “esh_raddirOUT.tab”, respectively. The app, chk_raddir can be used to validate all four files. Typically, one would test the uploaded files and then rename to the production versions. A successful run of chk_aart will result in something like the following:

==============================================================================
chk_raddir v18.2.28     ======================================================
==============================================================================
File:  /esh/directories/esh_rad.tab
Success!
RESULTS
    ===================
       Devices: 167
Bypassed Cards: 5

      NU cards: 147
      MU cards: 7
      MX cards: 0
      SC cards: 3
      TL cards: 10
      FX cards: 0
      SS cards: 0
==============================================================================
chk_pindir
The production version of the pin file is “history.dir” and the uploaded version is “esh_history.tab”. The app, chk_pindir can be used to test either. Typically, one would test the uploaded file and then rename to the production version. A successful run of chk_pindir will result in something like the following:

 ==============================================================================
 chk_pindir v18.2.26  =========================================================
 ==============================================================================

 RESULTS
 ===================
 File: '/esh/directories/esh_history.tab'

         Records: 15408 (multiple of 8).

  Min pin offset: 129
  Max pin offset: 127640

 Description(54): 53 chars max
   Clsd Text(28): 26 chars max
   Open Text(28): 27 chars max

 There were NO duplicate pin offsets found!
 ==============================================================================

Once the candidate file is checked the user can archive the existing production file to the ARCHIVE directory and rename the candidate file to the production filename. The final test before pronouncing your changes as “successful”, is to restart the Safety System 
related applications and review the correct operation of the Safety System apps. This will bring down the Safety System related apps, rebuild the appropriate pools and resources, and restart the Safety System related apps. A quick review of the “radmon” application and opening the “aart diagnostics” page on the “page” application will give a good indication of success. Hearing the annunciator come online and then state that it is online, is another indicator of a successful session. 
A word of caution here. In the case of a change to the aart.dir, you are not seeing data from the LEPR being reported back since the aart.dir has not been distributed to the other servers or the associated LEPR. For changes in Safety System directories other than the aart.dir you have successfully tested the modifications and are ready to distribute your changes. The change to an aart.dir requires an additional step as will be discussed below.
Distribution to Production Servers
Having determined that one has made a successful change of a configuration file on the non-production server, one can now distribute the updated configuration file to the two production servers. Only tested directories should be moved to the production servers, “adeshtux” and “gumby”. 
Moving
There are scripts in the “/esh” directory for easy distribution of the configuration files.  One can move them individually or as a group, as in the case of the modification of multiple directories. Each script will prompt for a destination IPname/IPaddr and some will prompt, “Is the machine a tftp server?”. Answer ‘y’ as all machines are acting as possible servers for the LEPR’s at this time. 
Very briefly, most of the scripts are written in Perl, with a few written in bash. They take the format:
 syncTYPE_WHATEVER.pl
where,
TYPE refers to the type of move 
· APP   = moving an application or binary
· FILE = moving a file
· DIR  = moving all the files in a directory
WHATEVER refers to the name of the thing to move, like “raddir” which moves the “rad.dir”, or “histdir” which moves the “history.dir”, and so forth. Do not mess with the scripts that start with “syncALL_”. They are related to sync’ing LEPR directories and are the subject of another Technical Note. 
Implementation
Once the updated directories are on a server, one can login to the server and run “/esh/eshRESTART”. This will bring down the Safety System related apps, rebuild the appropriate pools and resources, and bring the Safety System related apps back up.
Notes
· At this point, one can create/modify the necessary Safety System pages via APEman. APEman uses the current Data_Pool to parse the “aart” textfield when a user enters the name of a data acquisition card into a device dialog.
· A newly added data acquisition card will not yet be able to report back until the associated LEPR is updated as outlined in the next step.
LEPR Distribution
In the case of a modification of the aart.dir configuration file, there is an extra step required for the data acquisition system to work properly. At the lowest level of the data acquisition system, a Safety System LEPR polls the data acquisition card and the card responds to those polls. A change in the “aart.dir” requires one to distribute the new “aart.dir” to any LEPR associated with said changes. The easiest way to accomplish this is to run the application, “adm_send” which is found in /esh/bin with all the other binaries. The “adm_send” application takes an IPname and a command as its parameters. There is a Technical Note on the use of “adm_send” but briefly the following would work to update the “eshtux006” LEPR. 
amd_send eshtux006 dnCONFIG     forces eshtux006 LEPR to download new files
amd_send eshtux006 doREBOOT     forces eshtux006 LEPR to reboot using new files
Upon reboot, the “eshtux006” LEPR will be using the updated aart.dir and polling the data acquisition cards assigned to it based on your changes. 
Caveats
· There several important caveats I will mention. Do not make wholesale changes without testing, no matter how much of an expert you become. The penalty associated with making an error is a lot of “backtracking” or “starting over”, while you have a production server disabled and users clamoring for it. The Main Control Room is not tolerant of the system being unavailable.
· When “re-using” a previously “used” aart’s Data_Pool offset, remember to update the applicable LEPR as well as the LEPR that used that Data_Pool offset previously. Failure to do this will result in a working data acquisition card in the system, AND an aart that is intermittently “MALF’ed” by the previous LEPR due to no response from the missing data acquisition card. The aart diagnostics screen will show a status that appears to indicate a hardware issue associated with a problem in the field.
· When you remove an aart, update the LEPR that was driving it to avoid the previously stated issue.
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