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Overview
As described in this document, the protoDUNE data management system is responsible for moving raw data files (and accompanying metadata files) from their source on the DAQ Buffer to CERN central EOS and Castor, Fermilab dCache, with registration of file information and location(s) in Fermilab SAM.
Insert a picture here
Assumptions
· DAQ
· Metadata
· We assume that the DAQ creates a json format metadata file that:
· Is named as <data file>.json
· Contains (minimally):
· What is minimally required by FTS / SAM [TBD Igor to check]
· May contain:
· Other useful information
· We assume the DAQ generates data and metadata files on the DAQ Buffer
· DAQ Buffer
· Access methods
· We assume that the head nodes of the DAQ Buffer are accessible from any node within the EHN1 network, but more specifically from the FTS “DAQ to EOS” instance
· We assume that the head nodes of the DAQ Buffer are running an xrootd server that exposes the file system on which raw data and metadata files are created
· The xrootd servers must not overlap in file system space
· We assume that the xrootd server is configured to allow 3rd party transfers
· We assume that authentication and authorization to the xrootd server is via TBD
· Steve to examine authentication methods
· We assume that a non-privileged user account on the DAQ Buffer head nodes is provided for diagnostic purposes
· Capacity
· We assume that the DAQ Buffer has 3 days of raw data storage capacity; this value sets the required reliability requirements on the downstream FTS components
· Capability
· We assume that the DAQ Buffer has sufficient I/O capability to enable writing of raw data from the DAQ stream (target peak rate of 1440 Mbyte/s) while simultaneously, via the xrootd server, transferring data to CERN EOS at the time-average rate (576 Mbyte/s).  We further assume that the transfers to EOS may be needed at rates up to 2x usual time-average rate (2x 576 Mbyte/sec) for recovery from downtimes of any sort.  [Add the duty factor information.  Write as assuming x then y]
· We assume that the DAQ Buffer has sufficient network capability to support the above transfers.
· Applications
· We assume that the Cleanup application (see below for additional requirements) runs as a daemon on the DAQ Buffer head node (nodes?)  [Remove this – but add that we should be  able to delete data and metadata files using xrootd; i.e. account that runs xrootd daemon has privileges to delete files]
· EHN1 network
· Access
· Remote access from Fermilab into the EHN1 network is not essential (could utilize a gateway) but useful
· Direct access from DAQ Buffer to EOS is required
· Direct access outbound from FTS node to Fermilab SAM is required
· CERN network
· Access
· Remote access from Fermilab into the CERN network is not essential (could utilize a gateway) but useful
· Direct access from DAQ Buffer to EOS is required
· Direct access from EOS to Castor is required
· Direct access from EOS to dCache is required
· Direct access outbound from FTS node to Fermilab SAM is required
· EOS
· Allocations
· We assume that protoDUNE will have a space allocation sufficient for the event data to be created, or minimally sufficient to hold event data long enough for it to be both stored on tape in Castor and transferred to Fermilab dCache.
· Accessibility
· We assume that EOS has an xrootd interface that allows authentication from the FTS servers.  [Write for one FTS, read for the other]
· Other
· We assume the Data Management processes have no responsibility for cleanup of EOS.
· Castor
· Accessibility
· We assume that Castor has an xrootd interface that allows authentication from the FTS servers.  [Write for Castor, read from EOS]
· Data Integrity
· Checksums
· We assume that neither the Event Builder nor the Aggregator components of the DAQ are capable of generating a checksum for the entire data file.
· We assume that the DAQ Buffer lacks sufficient I/O capability to read completed files for the sole purpose of generating a checksum.
· We assume that data substructures within an event may have local checksums, but such are not of value to the Data Management system (however these may be checked at the time of individual event analysis)
· We thus assume that the Data Management system will NOT be utilizing checksums to validate file transfers from the DAQ Buffer to EOS.
· It is TBD whether checksums will be calculated on the files once they reach EOS and then further utilized for transfers to Castor or Fermilab dCache.
Components
· FTS “DAQ to EOS” instance
· Host system
· This FTS instance will run on a dedicated host (VM?) within the EHN1 network
· Depends on CERN management rules
· Depends on whether get new HW
· [Should set requirements, then determine if VM or bare metal is needed]
· [Do we require python 2 – and not 3; need to check twisted]
· Host system requirements
· Minimal system requirements are TBD
· The host system will run OS version TBD
· TBD user accounts are required
· TBD authentication is utilized
· Application source
· The FTS application (and supporting files) are obtained from TBD and installed at TBD (is this in cvmfs?)
· Do we need cvmfs on this box?
· SAM is in cvmfs – but do we need all these components or a simpler subset [sam client]?
· Application requirements
· FTS runs as a daemon under user TBD
· FTS requires TBD file systems / directories [just its home directory]
· FTS requires xrootd access to event data files on the DAQ Buffer
· Network connectivity
· Event data does not flow through the FTS node, hence a 1 Gb network connection is sufficient
· Network ports
· FTS uses incoming tcp ports TBD that need global (?) external accessibility
· FTS must connect to SAM at Fermilab using tcp ports TBD
· Firewalls and router ACLs must be sufficiently open
· Operation
· FTS is NOT currently expected to interact with the trigger throttling mechanism.  However, it might be possible to have FTS subscribe to a messaging system (DIM or similar) BUSY signals, and if such originate from the Aggregator event writing process then FTS could halt subsequent EOS transfers.
· If the outside connection to EOS or SAM DB is not available then FTS (or the cleanup application) will not be able to free disk space on the DAQ Buffer.  We expect the 3-day capacity of the DAQ Buffer to be sufficient to allow recovery of FTS and related services.
· The operation of FTS is monitored via its web interface.  It is TBD if other alarm mechanisms are necessary.  We assume that protoDUNE shifters will monitor.
· [TBD application support and diagnostic mechanism for FTS and SAM]
· Monitoring
· The operation of FTS is monitored via its web interface.  At this time there are no plans for alerts to be generated; it is assumed that a shift crew can perform necessary monitoring, initiate corrective actions, or contact experts if necessary.
· Error conditions
· There are several circumstances where FTS operation will not succeed:
· The FTS server is unable to access the DAQ Buffer file system
· Data files appear on the DAQ Buffer without associated metadata files
· FTS is unable to contact the SAM database
· The file transfer from FTS to EOS fails
· The resolution of these error conditions is TBD
· FTS “EOS to Castor, EOS to dCache” instance
· SAM for protoDUNE
· Data file cleanup application
