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Purpose
My thoughts on “start with something simple” testing that could be done at Fermilab, then expanded to other sites and higher rates.
Proposal for Initial Studies
Create the following test instances, all of which should be seen as “pseudo” nodes for the real instances:
·  “DAQ buffer interface node”
· This node must be capable of:
· Exporting its directory listing to the “FTS-1 node”
· This may start as a simple NFS export of a local “DAQ buffer” file system
· Acting as an xrootd client, for transfers to the “DAQ buffer”
· Propose to initially be a simple FermiCloud VM
· Additional studies:
· Look at file transfer scripts noted by Dario et al
· “DAQ buffer”
· This will start as a file system local to the “DAQ buffer interface node”
· Propose to initially be a local file system on a FermiCloud VM
· May need to update to a bare hardware machine with detached disk array to get I/O speeds needed for testing
· “EOS” instance (double duty as “fake Castor”)
· This will be a node with local storage capable of:
· Acting as an xrootd server, for transfers from the “DAQ buffer”
· Acting as an xrootd client, for transfers to the “dCache buffer”
· Propose to initially be simple FermiCloud VM with local file system acting as EOS and xrootd client/server acting as EOS portal
· This node, or an identical instance, could also be used as the target of a chained F-FTS transfer of
“DAQ buffer” -> “EOS” -> “fake Castor”
although protocols would be incorrect.
· Additional studies:
· Replace with a real EOS instance with xrootd portal
· “dCache buffer”
· We can utilize the DUNE space within the scratch dCache pool groups within the Fermilab public dCache instance
· dCache provides xrootd, gsiftp, etc. interfaces
· “FTS-1 node”
· This orchestrates the transfers from the “DAQ buffer” to the “EOS” instance
· Initially done with xrootd without redirector
· Propose to initially be simple FermiCloud VM with /cvmfs providing access to FTS application
· Additional studies:
· Look at behavior with large file lists, various error conditions
· Look at transports other than xrootd
·  “FTS-2 node”
· This orchestrates the transfers from the “EOS” instance to the “dCache buffer” utilizing 
· Propose to initially be simple FermiCloud VM with /cvmfs providing access to FTS application
· Additional studies:
· Look at behavior with large file lists, various error conditions
· Look at transports other than xrootd
· Look at implementing an xrootd redirector in the path
· “SAM server”
· This node would likely be a development instance of the Fermilab SAM system.  The intent would be to use this as the target of all SAM interactions from these test systems.
Further Studies
· Substitute various of the above components with:
· Nodes at other sites, specifically CERN
· Nodes capable of much higher data rates
