Abstract:
We present results of a dark matter search performed with 0.6kg-days exposure of the DAMIC experiment at the SNOLAB underground laboratory. We measured the energy spectrum of ionization events in the bulk silicon of charge-coupled devices (CCDs) down to a signal of 60 eV electron-equivalent. The data are consistent with radiogenic backgrounds, and constraints on the WIMP-nucleon scattering cross-section are accordingly placed. Cross-sections relevant to the potential signal from the CDMS-II Si experiment are excluded using the same target for the first time. This result, obtained with a limited exposure taken during the R\&D phase of the experiment, demonstrates the potential to explore the low-mass WIMP region (<10 GeV/c2) of the upcoming DAMIC100, a 100 g detector currently being installed at SNOLAB.
Implemented omitting R&D and including background rate per request of Ben.
Lines 27-31 change into
During this R\&D phase, the high duty cycle, stability and efficiency of these detectors was established with dedicated data taking periods.  In this paper, we present   results of a dark matter search with these data sets for a total exposure of 0.6 kg·d, that demonstrate for the first time the sensitivity of a silicon target to WIMPs with   masses <6 GeV/c2 and directly probe the parameter space corresponding to the potential WIMP signal in the CDMS   II Silicon experiment [5].  
Cannot be implemented as is as ordering of introduction has changed per request of Antoine. Will implement terms “high duty cycle, stability and efficiency” and remove ambiguous “good quality.” Also <6 GeV claim has been removed as it is wrong as pointed out by Ben.
Lines 47-51 change into
Ionization charge  produced in the bulk is drifted along the direction of the electric field (z-axis).  The holes (charge carriers) are   collected and held near the p-n junction, less than 1 μm below the gates. Due to thermal motion, the ionized charge  diffuses symmetrically as it is drifted,   with a spatial variance (σx2=σy2=σx2y) proportional to the carrier   transit time.  
Implemented with Ben’s correction to “symmetrically.”
Line 65-67 change into 
Given the small dark current of the CCDs (<10−3 e−pix−1day−1 at the operating temperature of ∼120K), exposures up to several days can be taken without introducing significant dark current noise. The pixel noise in DAMIC CCDs is thus dominated by the readout noise. 
Implemented.
Lines 68-74 change into
With appropriate clocking, the charge of multiple adjacent pixels can be added in  the output node before the  charge measurement is performed, effectively “hardware binning” the CCD. This procedure has an important impact  on the response of the detector, since the total charge of an ionization event is distributed over a smaller number of binned pixels which need to be readout, leading to a smaller contribution of the readout noise. As a consequence, the energy resolution and the  energy threshold for ionization events distributed over multiple pixels is improved. However, some spatial information is lost by binning the pixels, worsening the measurement of the x, y and σxy of the event.  An hardware binned image is also read out faster than a standard image, since the number of binned pixels is smaller.  
Implemented except for removal of term “hardware binning” per request of Ben. And removing some redundant wording according to Antoine – but maybe wordier than he wants.
Lines 81-84 change into
DAMIC CCDs are read out with an integration time for the correlated double-sampling of 40 μs, which leads to  an image readout time of 840 s (20 s) for the 1×1 (1×100) mode.  
Requested lines deleted.
Lines 86-89 change into
No  charge is deposited in the other output node, which is also read out offering a measurement of zero charge, {\it i.e.} of noise. Since the readout of the two output nodes is synchronized by the clocking, this  noise image allows to identify   and suppress correlated electronic noise of the detector’s readout chain (see Sec.V).  
Done.
Lines 92-93 change into
The output of a CCD readout chain is recorded in Analog to Digital Units (ADU) proportional to the number of   charge carriers at the CCD’s output node.  
Done.
Lines 97 change into
Calibrations were performed by illuminating the CCD with fluorescence X-rays from O, Al, Si,  
Done.
Lines 100 change into
intrinsic fluctuations (resolution) in the number of charge carriers produced.
Done.
Lines 102-113 change into
To demonstrate the linearity of the CCD output to weaker signals we used optical photons, which produce a single electron-hole pair by photoelectric absorption, from a red light-emitting diode (LED) installed inside the DAMIC copper  vessel. Several CCD images were read out, each exposed to light for ∼20 s. For a given pixel,   the number of charge carriers detected in the images follows a Poisson distribution. The mean (μl) and variance   (σl2) of the increase in the pixel ADU induced by the LED exposure are then related to the calibration constant (k) by:
                                                 Eq. 1
We employed Eq. 1 to estimate the calibration constant at very low light levels, when only a handful of charge carriers are expected to be collected by a  pixel. These results are included in FIG. 3 and demonstrate a CCD response linear within 5% down  to 40 eVee.  
Done.
Lines 114-118 change into
The energy depositions expected from WIMP interactions arise from recoiling silicon nuclei in the target. We rely on recent data of the response of a CCD to nuclear recoils with energies as low as 0.7keV [? ] to relate the electron-equivalent energy to the deposited energy by a nuclear recoil (in units of eVnr).
I take this as a request to remove the sentence on the extrapolation to low energies from this Section? If so will defer until you suggest where it should appear.
Lines 131-141 change into
 In practice it is most accurate to measure the parameters A and b directly from data. This was done using cosmic  ray  background data acquired on the surface, by fitting the width of Minimum Ionizing Particles (MIPs) tracks that pierce the CCD as a function  of depth. These events are identified as straight lines with a relatively constant energy deposition per unit length  consistent with the one expected from a MIP. As MIP tracks follow a straight line, the   depth can be calculated unambiguously from the path length on the x-y plane. FIG. 4 shows a MIP  in a CCD operated at the nominal temperature and substrate bias used in SNOLAB.   The best-fit parameters to the diffusion model (Eq. 2) are A=215μm2 and b=1.3×10−3 μm−1, which correspond to   a maximum diffusion at the back of the device of σmax=21μm=1.4pix. The accuracy of this calibration has been  validated by studying the diffusion of X-ray events that interact near the surfaces on the back and the front of the  CCD [12] and from γ-ray data, which provide ionization events uniformly distributed in the   bulk of the device.  
Done. Also included Ben’s request for explanation of the delta-rays and uncertainties in the best-fit values.
FIG. 4. A Minimum Ionizing Particle (MIP) observed in cosmic ray background data acquired on the surface. Only pixels whose values are >4 σpix are colored. Darker colors represent pixels with more collected charge. The large area of diffusion on the top left corner of the image is where the MIP crosses the back of the CCD. Conversely, the narrow end on the bottom right corner is where the MIP crosses the front of the device. The reconstructed track is shown by the long-dashed line. The short-dashed lines show the 3 σ band of the charge distribution according to the best-fit diffusion model. 
Done.
Lines 146-157 change into
The DAMIC test setup at SNOLAB was devoted to background studies throughout the years 2013–2015, with more than ten installations involving the external shielding, CCDs packaging and different materials placed inside the copper box for screening purposes. During 2015, data was acquired intermittently in both 1×1 and 1×100 acquisition modes with two or three 8 Mpix, 675 μm-thick CCDs (2.9 g each). Table I summarizes the dark matter search data runs including the number of CCDs  and images, and the total exposure after the mask and image selection procedures discussed   below.   
   The CCDs were individually calibrated with X-rays and cosmic rays at the Fermi National Accelerator Laboratory   before deployment. At SNOLAB, a fluorescence copper line (8 keV) induced by radioactive particle interactions  in the copper surrounding the CCDs was used to confirm the energy scale of the CCDs. The value of σmax was also monitored to validate the depth response calibrated on the surface. The radiogenic background   rate measured below 10 keVee decreased with time thanks to the continuous improvements in the radio-purity of the setup, 
Done, except for minor conflicts.
Line 162-xxx change into 
Each image was processed as follows. First, a pedestal was subtracted to each pixel, estimated from the medians of the pixels values of the column and row to which the pixel belongs. Correlated noise results in a simultaneous shift of the pedestal value at the two output nodes of the serial register. This shift was estimated by fitting a linear relation to the values of corresponding pixels in the charge and noise images (see Sec III), and then subtracted.  
For each data run (Table I) we calculated the median and root mean square (RMS) of every pixel over all images in   the run. These quantities are used to construct a “mask,” which excluded pixels which either deviate more than 2 RMS from the median in at least 50% of the images or have a median or  RMS that is an outlier when compared to the distributions of these variables for all pixels.  Figure 5 shows an example of the distribution of pixel values after pedestal and correlated noise subtraction for  a single 30 ks exposure (black) compared to its corresponding blank (blue).
[bookmark: _GoBack]Done.
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