Timing System Operational Notes

C.Perry  24nov04

01apr04:

-----Original Message-----

I see some funny behaviour when I do the timing reset (i.e. 'm' then 'M'). The system starts reporting a GPS problem (with the 'U' flag) almost immediately, and continues to report it for about two seconds. Is this expected?  If so, when is it safe to actually start a run? 

-------------------------------

I *think* this must involve the sync_poor and sync_lost flags, not the gps_bad.

    If these are set, it will take a couple of seconds after a resynchronization for them to clear.  However, I do not at present see why they are being set as part of the resynchronization.

    Could you check the status of all 4 error flags at each stage in the resynchronization process: before you send 'm', after 'm' but before 'M', and after 'M'?  It will help me be sure of what is misfunctioning, if I know what is being set and when.

    In principle, after 'M' you need only wait until trig_status ('#') returns 'S' instead of 's'.  This indicates that the timing resynch has now occured.  It will take a further 1 to 2 seconds for the sync status flags to reflect the accuracy of synchronization correctly.

...

I think it's just a feature, not a bug... but I forgot about it.  

    I did in fact design it so that on a resync, the sync_poor and sync_lost flags are set, and only clear once correct synchronization is verified.

    So you don't have to wait for them to clear before starting a run.

    However, you do have to wait for the resync to occur at the next second; either wait a second to be sure it has time to happen, or check trig_status.

....

Note that the flags will not clear immediately on 'mM'; this requests a resync, and the error flags are only set at the resync.  You do need to check 'trig_status' is also ok, as this is set low immediately on 'm'.

31mar04:

NEW TCU CONTROL CODES (in tcu_2_7.mcs)

    gps_bad was in the code operational from Aug03.  It gives an indication that either the 10MHz or the 1pps from the gps is not valid; the indication is stretched to over a second minimum.

    sync_poor and sync_lost were defined then, but lost when we rolled back to intermediate firmware. They report an offset between the TCU second and the gps 1pps reference; sync_poor if timing has slipped slightly, sync_lost if there is a large error.

    gps_event is completely new, to minimize risk of a short-lived 'gps_bad' being missed: it gives an independent indication of loss of sync (recording the disturbance, rather than detecting the effect).

    any_error is also new, to allow a single query to detect if any of these 4 error conditions are set.

    trig_status is a new status query, added to work with the redefined tim_run control.  It allows confirmation that timing has been resynchronized, even when this has been done by clearing tim_run briefly to force resynchronization without stopping timing generation.  It was added to avoid redefining the tim_status query.

CONTROL FUNCTIONS --- For tcu_2_6.mcs and tcu_2_7.mcs (29mar04)

    CONTROL BITS

 ----- set command; response if set

|  --- clear command; response if clear

| |  - query command

| | |

@ ` 0   lo_light    set to reduce optical output power for test

A a 1   swap_rate1  set swap rate, bit weight 1

B b 2   swap_rate2                            2

C c 3   xqt_rate1   set execute rate, bit weight 1

D d 4   xqt_rate2                                2

E e 5   xqt_num1    set execute number in burst, bit weight 1

F f 6   xqt_num2                                            2

G g 7   xqt_mode1   set execute generation mode, bit weight 1

H h 8   xqt_mode2                                           2

I i 9   xqt_run     set to generate executes

K k ;   swap_run    set to generate swaps

M m =   tim_run     a) clear and set to cause timing resync on next

                         gps 1pps

                    b) clear and wait to stop timing generation; it

                         will resync after this is next set.

    STATUS BITS (read only)

 ----- response if set

|  --- response if clear

| |  - query command

| | |

J j :   xqt_status  executes being generated

L l <   swap_status swaps being generated

N n >   tim_status  timing generation running

O o ?   gps_bad     problem with gps clock or 1pps

Q q !   sync_poor   poor synchronization with gps

R r "   sync_lost   synchronization with gps grossly in error

S s #   trig_status cleared means resynchronization has been requested

                      and has not yet occured

T t $   gps_event   gps has been bad since last timing resync

U u %   any_error   OR of gps_bad, sync_poor, sync_lost and gps_event

    SETTINGS

swap rate  0    200ms period (swaps @ 10Hz)

           1    100ms period 

           2     50ms

           3     20ms

xqt rate   0      1ms interval

           1      5ms

           2     10ms

           3     20ms

xqt number 0       22 executes in burst

           1      132

           2     1056

           3     2640

xqt mode   0   single execute

           1   continuous executes

           2   burst

           3   synchronized burst (start at next second) 

29mar04:

NOTES ON CHANGES --- 29mar04 --- tcu_2_7.mcs

1)  1pps TCU RS232 Output

Unchanged, except that it should not now produce random spurious bytes at power on (just one, with code 0 for no timestamp available, and then valid data).

2)  1pps TRC RS232 Output

Unchanged, except that it now will output a pair of bytes (7F) if a link problem causes an interruption to the backplane drive.  These are additional to the normal 1pps pair of bytes, and should be sent in all cases when the link goes bad.  The value should never normally occur, and never as a repeated byte.

    They are intended as a reliable indication that the data will no longer be valid, the normal 1pps bytes not being generated if the link fails completely.

3)  Control Interface: Changes

One change, that should not affect how you use it, but will improve operation.  The timing run control bit that you clear to reset the timing logic and then set again to restart it in synchronism with the 1pps now acts sligtly differently.

    The timing is not immediately reset when ‘timing run’ is cleared.  If it is set again within 1 second, the effect is to request resynchronization at the next gps 1pps.  There is no action until then, when the timing generation is reset in one clock cycle, and continues with minimal interruption in the timing outputs.

    If it is left cleared longer, it will stop the timing generation after a delay.  So it is still possible to stop timing generation for test purposes, even though it is not required in normal operation.

    This also produces a slight change in the usage of the timing status query.  Previously it would be set low after clearing ‘timing_run’, and checking that it had gone high would confirm that timing had restarted after setting ‘timing_run’.  This does not now work, as timing status remains low = not reset while waiting to resynchronize.

4)  Control Interface: Additions

Three extra query commands are added:

    # (reply S or s for high or low) gives ‘trigger status’.  This should be used instead of ‘timing status’ to confirm that a requested resynchronization has occurred.  Low on this bit means that resynchronization has been requested, after which it will go high.

    $ (reply T or t for high or low) is ‘gps_event’.  It is set if the gps has gone bad; the indication is maintained until the system is resynchronized.

    % (reply U or u for high or low) is ‘any_error’.  It is provided for convenience, and is the OR of sync_poor, sync_lost, gps_bad and gps_event.

5)  Backplane Behaviour

This has been changed so transitions can only occur at correct times; the state of the sec and swp signals is frozen while the link is bad, and they will only be freed when the requested state matches the actual.

     Interrupts are not now intentionally disabled while there is a link problem, though obviously they will not occur if there is a complete link failure.

    The clock is never disabled; there is just a glitch-free changeover to the local clock if it is not being received cleanly.

    The xqt pulse is now a nominal 2 cycles or 50ns, with 49.5ns measured.  All signal transitions occur at the negative clock edge, from 0 to 1.5ns later.

6)  Leds

The ‘error’ LED used only to indicate that the gps inputs are bad (when the set mode  is such that gps is required).  It now also shows the ‘gps_event’ status, latching any occurence of gps going bad since the last resynchronization.  This is indicated by keeping the LED on, but flashing.

    The LED on the TRC gives the same indications as before, but adds more indication of link problems.  It is turned off or dimmed in alternate seconds if the link has gone bad or poor with excessive errors (but not to the point where the separate monitoring chooses to disable the backplane drive, and the LED is turned off entirely).  This was present when we tried this firmware last year, but the troublesome scheme that tried to latch error indications for the duration of a run (as determined by the occurence of swaps) has been discarded: the indication always reflects what has occurred during the last few seconds.

28mar04:

TO INSTALL:

1)  Software requires WinXP or Win2000 SP2 or greater

2)  Create an installation directory; space required is about 150MB (a smaller partial installation ought to work, but with the current version doesn't seem to...).

3a)  Go to /www.xilinx.com, then to 'Products and Services',  and under the 'ISE Design Tools' subheading click on 'ISE WebPACK'.  Register, then click on 'Download ISE WebPACK' button.

3b)  Alternatively, go to /www.xilinx.com/webpack and give c.perry1 minos1 as user and password.

4)  Click on Xilinx WebInstall and run, then follow instructions.  Check modules 'Parallel Cable Driver' and 'Complete Programming Tools' to be loaded (or accept a complete installation, but that is quite a lot bigger).

TO USE:

a)  Run Accessories>iMPACT in the Xilinx program group that will have been installed in the start menu.

b)  Connect the download cable from the parallel port to the system to be programmed, with power on the system.  This needs the adapter to a LEMO connector; this attaches to the download cable on the 'JTAG' row of pins, oriented so the contacts match the pins present (it *can* be misconnected).

c)  Accept in the program:

        operation mode selection:  configure devices

        configure devices:              boundary scan mode

        boundary scan mode selection:  automatically connect to cable and identify boundary scan chain.

Note: this will fail if the cable is not connected to a powered target.

d)  Click on device symbol, then set to the program file (*.mcs) and device type (XC18V01) where prompted.

e)  Right click and select program (with 'verify' checked); wait till it reports programming complete.

f)  Unplug cable from target, and reset or power cycle target for new programming to take effect.

g)  Plug into another target, right click and program (settings are retained).

22mar04:

PPS BYTES (TRC)

1st Byte - errors since last second

b7
1
(fixed)

b6
lk_err
link errors causing backplane signals or clock to be disabled or switched

b5
fail
invalid frame of data

b4
poor
frame of data valid but with significant errors

b3
ber
high bit error rate

b2
err_hi
engineering data only: a frame exceeded a high threshold for errors

b1
err_lo
engineering data only: a frame exceeded a lower threshold for errors

b0
xqt
executes occurred

2nd Byte - count of swaps since last second

Note: firmware installed in 03 does not have the full set of data

PPS BYTE (TCU)

The 1pps pulses from GPS are timestamped against the timing running in the TCU (25ns resolution).

Each second the timestamp from the latest new GPS pulse (if any) is encoded and reported.

b[7:6]
bottom two bits of timestamp counter

b5
sign of timestamp

b[4:0]
binary number encoding the magnitude of the timestamp as log2.



1
< 25ns



2
> 25ns



3
> 50ns



4
> 100ns



5
> 200ns



6
> 400ns



...



up to 26



0
no new timestamp is available.

Note: 
the timestamp is approximately zero for TCU and GPS second ticks in coincidence.


There will be a small error in zero, and system may report up to about code 4 even


when properly synchronized.

