

· setup() in setup.c, ks_imp_dyn
· setup_layout(); in layout_hyper_prime.c, generic
· setup_fixed_geom(geom, 4); calculate layout variables like nsquares, squaresize, node_count
· setup_hyper_prime(); dynamically set layout variables
· lex_coords(machine_coordinates, 4, nsquares, k); /* Compute machine coordinates for this node */ which means where this rank is in the original volume. The return value is x,y,z,t. k is the rank of this MPI process.
· sites_on_node =   squaresize[XUP]*squaresize[YUP]*squaresize[ZUP]*squaresize[TUP];
· make_lattice(); in  Make_lattice.c, generic. Allocate memory space for this single node (node means rank)
· lattice; = (site *)malloc( sites_on_node * sizeof(site) );
· N_POINTERS; #define N_POINTERS 16
· EXTERN char ** gen_pt[N_POINTERS]; for gather routines
· node_number(x,y,z,t); in layout_hyper_prime.c, generic. Calculate the node number (MPI rank) by x,y,z,t of the site
· node_index(x,y,z,t); node index is the index in lattic[], probably is the index in the subvolume of this node. The range of this index is 0~sites_on_node-1
· EXTERN site *lattice; in lattice.h, ks_imp_dyn. A global variable, the part of the lattice on this node (rank) 
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Where do the calculations use the rank info?
It should be in the site structure in lattice. Site stores parameters for the calculations on this node (rank)
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The aim of this project is that, as a simple example:
If there are 2 separated physical machines, we should put 1, 2 in one machine, and 3 in another machine (instead of putting 1, 3 in one machine and 2 in another machine). 
Optimal placement algorithm will be explored soon.
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