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Introduction

The objective of this project is to implement and prototype NOvA Library Event Matching (LEM) facility using Big Data approach and technologies. In particular, the central component of the system is a distributed no-SQL database cluster. Current NOvA implementation is based on a 64 core computer and stores all ~80M library events in memory. The memory size of that computer does not allow further expansion. There is a desire to increase library size at least 10 times, or maybe even 100 times. Such expansion does not seem to be feasible using single (super-) computer architecture. Our goal is to use Big Data technologies to solve this problem. In particular, we believe that using distributed database for the template event library we will be able to expand the library size in scalable manner by adding more hardware resources, which will increase the quality of the algorithm without reducing its speed.

The project is structured as 2 steps project:

1. 80M event library –build functional equivalent to what NOvA uses now in terms of the template library size and demonstrate that we can achieve comparable performance by building the client cluster of a reasonable size.

2. Scale up – scale the library size up to 1B and demonstrate that we can maintain same performance with same or maybe slightly increased size of the client cluster

This paper reports on the results of the step 1, implemented using AWS as the platform. We have chosen AWS as our platform for the initial tests because AWS
provides easy access to computational resources without the need to invest in 
hardware, which is ideal for prototyping and benchmarking purposes.
Architecture
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Figure 1. Architectural Diagram

As shown in the Fig. 1, the system consists of 3 major components:  the Library event Database Cluster, Metadata Database and Client Cluster. All 3 components were co-located in the same AWS availability zone to make sure there is fast network connectivity between them within the Amazon network.

Library Database Cluster
Library database cluster is a collection of 5 r3.8xlarge AWS instances running Aerospike database. Inside the cluster, the data was replicated with factor of 2. Aerospike holds all its data in memory, and each node had about 80GB of memory occupied with data.

Client Cluster
Client cluster is where the actual pattern LEM matching was performed.  We used c3.8xlarge AWS instances for the client cluster. To study the dependence of the performance of the system from the number of nodes of the cluster, nodes were added and removed from the cluster. The tests were performed on 1 to 20 nodes. Each node had 36 cores and we ran from 1 to 30 concurrent client processes on each node, which were running the event identification algorithm.

Metadata Database
Metadata database is used to pre-select 10 thousand library events closest to the “raw” event to be identified. It is a relational database, storing various properties of library events, such as their geometric characteristics as well as the even identification information – the identification of the original neutrino and the type of the neutrino interaction with the matter of the detector.

When selecting closest library events to the “raw” event, we used directions of the 2 leading tracks in XY projection in each event as the measure of closeness. 

Metadata database is important component of this design because it allows to scale the library size up without the need to increase the amount of calculations per raw event.

We used r3.8xlarge AWS instance to host this database. The database product was Postgres 8.3.

Requirements

Our goal is to build LEM system for NOvA experiment as an alternative to what they use now. That means the system we build has to exceed NOvA’s current solution by two parameters:

· Performance: it has to be able to process at least 100 raw events per second
· Scale: it needs to allow at least 10 times bigger library, i.e. it needs to work with library of 1 billion events at least. Ideally – 10 billion.

These 2 major requirements translate to requirements for each individual component of the system:

Library Database
· Needs to allow storage of 100M to 10B events
· Needs to allow concurrent access by multiple clients
· Needs to sustain 1M/second event extraction rate in groups of 10,000 total for multiple clients

Client Cluster
· Needs to be large enough to accommodate necessary number of concurrent clients
· Collectively, the clients need to process 100 raw events per second and perform 1M “distance” calculations per second
Metadata Database
· Needs to allow 100 event look-ups per second by multiple concurrent clients. Each individual lookup is selection of at least 10,000 events by some combination of metadata attributes
Algorithm

Original LEM algorithm was modified to speed up the energy calculations. Energy function was set to 0 when sum of cell and plane distances between 2 hits was greater than 25:

	plane) +  cell) > 25 

Each cleat process was repeating the following steps 100 times:
1. Get a random event from the Library as “raw” event. We used events from the library as “raw” events.
2. For the selected “raw” event, extract the metadata.
3. If the metadata does not have 2 leading track angles, go back to step 1.
4. Find all events in the metadata database with angles for the two leading tracks in the XY plane close enough to the “raw” event angles. The interval we selected was about +- 0.07 radian. Due to non-uniformity of the angular distribution in the library events sample, the number of events received was different, depending on the orientation of the tracks in the “raw” event. The number varied from 10K to 30K events. Remove the “raw” event itself from the sample.
5. Randomly pick exactly 10K events from those selected in step (4)
6. Fetch hits data from the Library Database for selected events
7. Calculate “distances” or “energies” for all the pairs of the “raw” event and every event from the Library.

Tests
We performed 2 series of tests.

Library Database

First one was to measure the Library Database performance. We ran multiple processes on multiple c3.8xlarge AWS instances. 
The results are presented at Figure 2.
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Figure 2. Library Database Performance


Library database achieves required performance of 1 million extractions per second around 60 threads running concurrently on 5 VMs, 12 per VM.
Overall system performance

Second round of tests included the whole system. We were measuring the performance of the system as a function of the number of concurrent client processes running on the Client Cluster. The results are shown on Figure 3. The system we built was able to exceed the required throughput of 100 raw events/second at about 400 concurrent client processes, running on 20 VMs, 20 on each.
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Figure 3. LEM performance

With 400 client processes, each client was processing a raw event in about 2.8 seconds and that time breaks down by the step in the following way:
· Preselecting 10K “close” events by metadata (step 4 above): 0.2 sec
· Fetch preselected events from the Library Database: (step 6) 0.6 sec
· “Distance” calculation (step 7): 2 sec 
Event Matching Results
Fundamental principle of the LEM algorithm is to match a raw event to events from the library by finding events, which generate the “closest” hit patterns in the detector. Figure 4 and 5 show how close are the matches the system we built was able to find. Each figure shows 2 projections of 2 events. Left and right halves of the picture are horizontal and vertical view of the hits generated by the two events. Yellow and green dots are the “raw” event and the closest library event. As you can see, the overall match was very good.
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Figure 4. Matching events
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Figure 5. Matcging events

Comparison to existing NOvA solution

Our architecture has certain advantages over the existing NOvA solution.

Existing system runs on a single 64 cores computer, with all the cores mapping the entire library into the physical memory, so that each core has direct access to all the library events. Currently the library occupies ~120GB of physical memory. Obviously, available memory size and the number of cores in the computer put limits on the performance of this solution. In current architecture, it can scale up only by increasing the size of this single computer.

Our architecture allows easy scaling both in terms of library size and computational resources because the library storage is implemented as a distributed database and the calculations are performed on a separate client cluster, and both of them can be easily expanded by adding more computers to them.

Our architecture provides a better way to select the sample of library events in the vicinity of the raw event because we use metadata database to do that. Existing NOvA algorithm uses fixed set of pre-selected groups of events around “index” events, instead of the raw event, which means that in most cases, the selected sample events are not centered around the raw event. We believe that the ability to pre-select the sample events closer to the raw event gives us the opportunity to increase the quality of the classification with the same sample size and/or reduce the sample size without reducing the quality.

Conclusions

[bookmark: _GoBack]Using Big Data technologies and architecture, we have built a prototype of the system, which implements NOvA LEM algorithm using scalable and expandable architecture. We used distributed cluster computing architecture, which allows easy expansion by adding more hardware resources. The system demonstrated the performance matching existing NOvA solution, but it is not limited in terms of the library size. We believe increasing the library size by a factor 10 should not create any scalability problems and should produce the same or similar performance in terms of events processing rate without the need to increase the size of the Client Cluster and at the same time, will deliver better efficiency of the event identification due to increased event library size. The Library Database cluster will need to be larger to accommodate larger database. The Metadata Database will still fit on single host node.

Our nest steps are:

1. Compare event identification efficiency with existing NOvA LEM facility
2. Build larger 1B events library and benchmark its performance and compare event identification efficiency
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