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Operational Issues:
3:17 Crash (last occurrence on Sunday Morning) has ceased
No known changes to the system
Spikes in activity during that period on data disks
Need to check 
Two RC disconnects since Monday
Datalogger crashed at roll over  (see ECL)
No beam since yesterday
Working today should be safe

Facilities
Fixed host file
Nothing else that needs work

Jan
Builds on Jenkins not working yet
Could use interactive access to debug builds
Not designed for interactive
Jan will open a ticket to get access

Want to cut a new version for Monday 18th
Tag any code that you want included
Send Andrew information about the packages and updates

Ganglia update
Cross compiled version has been tested
SL6 version has not been tested
Needs a config file test (i.e. on novatest02)
Need to start the daemon and let it run
Sue will try and send a report

Buffernode increase
Load related issues
Seem to affect the dcm’s time to settle down
Take up to full cluster size (try to get to 200 buffers)
Keith and Pengfei will do this

No report from Nitin on timestamp errors
No update on process counting via ganglia
Pending new ganglia from Sue

Hayes will work on TCRMonitoring documentation
New scripts are deployed
Need DDS on TDUs for integration with message analyzer
Need some type of visual indicator for “bad” states
Need to start tests of TDU cycling
Need to run the tests at Ash River
Need to run the tests at Near Det
Need to run the tests at Test stand
Andrew and Hayes will discuss how to do the test

DAQ Dashboard
TCR could be a part of dashboard

Remote Control Rooms
Started working on integration with remote control rooms, has information from Peter and Jan
Will work on it this week

Other issues to bring up:
Need a plan for the shutdown
Will need to schedule work for the shutdown
Work with other groups on this
DAQ App Manager plans
Still trying to assess if it is broken
Will decide after that
DSO Scans Issue
High prob of failing on a dcm
Has been requiring 4-5 iterations (always fail)
Reprocessing fails 
May be an issue with NFS 
Need work on looking at DSO scan to improve stability
May be network issues during DSO readout
Run pedestal interface may need to be broken down to allow for a restart from a specific stage
Will identify someone to work on DSO rewrite
Update on down time logger
Tests with Pengfei 
Needs to rewrite to deal with two tables for each detector
CHEP
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