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This Service Level Agreement (“SLA”) for the Emergency Notification documents:
· The service levels and support availability provided for the offerings under the Emergency Notification service.
· Service Availability
· Support Availability
· The responsibilities of the Service Owner, Customer(s), and Users
· Specific terms and conditions relative to the standard Service Offering.
NOTE: For the purposes of this document, Customer refers to the organization which requests and receives the service; User refers to those individuals within the customer organization who access the service on a regular basis.
The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
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Service Area Owner:  Jim Fromm
Emergency Notification services provides the ability to send lab wide notifications in case of emergencies that impact the Fermilab campus.
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The Emergency Notification service is provided via Everbridge Mass Notification, a SaaS based solution that enables users to send notifications to individuals or groups using lists, locations, and visual intelligence.  The control of this offering is covered under the support contract with Everbridge.    
To allow for efficient onboarding and offboarding of employees, a custom software offering was developed to send configuration data to Everbridge when appropriate.  This software interfaces with Fermilab HR systems to discover when employees, contractors, and visitors begin and end their employment terms.  When employees are on boarded, configuration data in transmitted to Everbridge that will cause Everbridge to send an email to the user with instructions on how to add additional contact information (personal email, cell phone numbers, etc…).  When a person leaves the lab, this account will remain active within Everbridge for a minimum of one year.  If the user returns to the lab within this time, they may reuse their original account.  If a user returns after one year, it is possible that this account will not be available for use, and a new account name must be created. 
The custom on/off boarding software was developed at Fermilab, and is maintained and controlled through defined ITIL processes.  The Service Area Owner is responsible for maintaining the code base, and ensuring that the infrastructure is suitable and secure for running this service.  
The notification messages are sent using Everbridge Emergency Notification, a SaaS based solution.  Due to the nature of SaaS solutions, Fermilab is unable to control uptime and the functionality of the system.  This responsibility lies with the vendor – Everbridge. 
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The following Service Offerings are available:
[bookmark: _Toc233013664]STANDARD SERVICE OFFERINGS
Emergency Notification Basic 
· Service Offering Owner:  Jim Fromm

· Service Offering Overview:  Provide a service to notify the Fermilab user community of emergencies that impact Fermilab.   

· Service Offering Description:  Everbridge mass notification module enables users to send notifications to individuals or groups when requested.  This comprehensive notification system gives the ability to keep everyone informed before, during, and after events.   

· Service Offering Support Availability:  The supported service is defined in the document “Everbridge Support Services Guide” (CS-doc-5492).  The on/off boarding extension developed at Fermilab is supported 8:00a.m. to 5:00p.m. Monday through Friday.  

· Service Offering Cost:  There is currently no cost incurred by the customer for this offering

[bookmark: _Toc233013665] ENHANCED OFFERINGS
There are no enhanced offerings.
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Plan: The vendor will provide the message broadcasting software as a SaaS solution, and provide lifecycle management. The Service Owner will oversee the lifecycle management of the custom on/off boarding solution.  

Purchase: The Service Owner will assist in the purchase requisition orders.  The Service owner will also coordinate with the appropriate underpinning service providers to ensure that adequate resources are available for the service.  

Deploy: The Service Owner will be responsible for providing resources to deploy the on/off boarding tool.  

Manage: The Service owner will manage and maintain the on/off boarding application software. The Service owner will maintain vendor support currency, and work with the vendor to make sure that the software as a service offered is meeting the needs of the laboratory.

Retire/Replace: The Everbridge vendor will be required to upgrade the software regularly as needed.  This is covered in the service contract with the vendor, and outside the scope of this document.  The Service Owner will upgrade the on/off boarding software to make sure it works with any changes made to the notification software by the vendor.   
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The Customer, Users, and Service Providers are expected to abide by applicable Fermilab policies, including but not limited to:
· Fermilab Policy on Computing
· Guidelines for Incidental Computer Usage
· Fermilab Human Rights Policy
· Fermilab Director's Policy Manual
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The computer security considerations are covered under the Interconnection Security Agreement (CS-doc-5258-v3) and the Everbridge Technical Risk Assessment (CS-doc-5298-v2).  
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Access to all Computing Sector IT services may be requested through the Service Desk, via the ServiceNow application, or by phone (630-840-2345). More information about requesting service can be found in the Self Service section of ServiceNow.
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[bookmark: _Toc230609365][bookmark: _Toc254867560][bookmark: _Toc254867897][bookmark: _Toc254868135][bookmark: _Toc254868247][bookmark: _Toc254874281][bookmark: _Toc254875704]There is no special support coverage that will be offered.  There are no contractual support levels defined through the vendor.  The Fermilab Procurement department will deal with any issues with the vendor not supplying the service.  
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Breaches in service are defined as not meeting agreed to commitments over a month’s time.  Breaches are recorded, classified and reviewed on a monthly basis utilizing the Service Level Management process.  Breaches and opportunities for improvement are available on the Monthly Service Performance Report.
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[bookmark: _Toc254867562][bookmark: _Toc254867899][bookmark: _Toc254868137][bookmark: _Toc254868249][bookmark: _Toc254874283][bookmark: _Toc254875706][bookmark: _Toc366824705]INCIDENTS – SOMETHING IS BROKEN
· Incident Response for custom on/off boarding solution: 
· Incident Response:  Ticket acknowledgement, which is measured during expected support availability window.  Critical Incident response is measured 8 x 5
· Incident Resolution:  There is no way to promise that a incident would be resolved in any period of time.
· Incident Response for offsite Everbridge Mass Notification system is the responsibility of the vendor.  There are no contractually agreed to terms for service uptime.  
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Request that may require negotiation with the vendor are outside of the scope of the service defined.  All we can do is forward the request to the vendor.  For requests to the on/off boarding tool, acknowledgement will be made within 24 business hours of the request.  
There is no resolution time target for requests.
[bookmark: _Toc366824707]STANDARD REQUESTS
Everbridge
· Add a user to the Everbridge Mass Notification System
· 24 business hour fulfillment target
· Delete a user from the Everbridge  Mass Notification System
· 24 business hour fulfillment target

[bookmark: _Toc366824708]SERVICE AVAILABILITY– THE SYSTEM IS USABLE WHEN EXPECTED
System availability is expressed as a percentage of uptime in a given year. An Outage implies system unavailability and negatively impacts availability measurements.  There are no agreed upon maintenance windows, nor an agreed upon commitment for service uptime. 
Definitions:
· Maintenance Window – There are no defined maintenance windows.  
· Outage – all users at the lab are unable to access Everbridge or use a critical feature.
· Degradation – a portion of users are unable to access Everbridge or use a critical feature.  

[bookmark: _Toc366824709]TICKET PRIORITIES
· INCIDENTS – SOMETHING IS BROKEN
· Incident Priority determines the target resolution commitment
· Priority is a combination of Impact and Urgency
· Impact is determined by the number of users experiencing the issue
· Urgency is determined by how quickly the issue needs to be resolved for the lab to resume normal operations
· REQUESTS – SOMETHING IS DESIRED
· Request Priority is pre-defined bases on what is being asked for
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Unless defined in the exception list, all Service Offerings in this agreement operate and manage to the commitments defined below, which follow the FNAL Foundation SLA.    This is only applicable to the custom on/off boarding tool developed at Fermilab.  The Everbridge Mass Notification software is outside of this scope, and are exempt from these commitments and targets. 
· Incidents
· Response
· There are no Service Offerings in this SLA that meet the criteria for a Critical Incident.
· 90% of High Priority Incidents responded to within 1 hour, during the support availability window.
· 90% of Medium Priority Incidents responded to within 8 hours, during the support availability window.
· 90% of Low priority tickets responded to within 8 hours, during the support availability window
· Resolution
· [bookmark: _GoBack]There are no Service Offerings in this SLA that meet the criteria for a Critical Incident.
· 90% of all High Priority Incidents resolved within 2 business days
· 90%of all Medium Priority Incidents resolved within 4 business days. 
· 90%% of all Low Priority Incidents resolved within 7 business days.
· The above commitments apply only to the on/off boarding tool, and not to the Everbridge notification software itself.   There is no formal commitment with Everbridge, we have no contractual SLA and can not force Everbridge to these same commitments.

· Requests
· General and Non-Standard Request Response
· There are no Service Offerings in this SLA that meet the criteria for a Critical Request. 
· 90% of High Requests responded to in 8 hours, 8a.m. to 5p.m. Monday through Friday.
· 90% of Medium Requests responded to in 8 hours, 8a.m. to 5p.m. Monday through Friday.
· 90% of High Requests responded to in 8 hours, 8a.m. to 5p.m. Monday through Friday.

· Availability
· 99.90% Availability 24 x 7 for the on/off boarding tool
· Equals up to 8.76 hours per year OR
· Equals up to 43.8 minutes per month OR
· Equals up to 10.1 minutes per week
· We can not enforce any availability metrics for the Everbridge notification software.  


Service Offerings with Commitment Exceptions   
N/A
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A critical incident is the highest priority incident, one in which a highly visible and important service depended upon by many users is no longer operable and there is no acceptable work-around. In addition to the faster response expectations listed in the priority/response table, critical incidents move to the front of the incident report queue and may be handled by a distinct Critical Incident Management process.
Critical incident response requires a phone call to the Service Desk (630-840-2345).
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Customers can request service and product enhancements using the ‘Submit a Feature or Enhancement Request’ option in ServiceNow Self Service.  The Service Owner with work with the customer to address the request.   If the enhancement request is specific to the Everbridge Mass Notification system, we will forward this request to the vendor and close the request.
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No costs are incurred in the standard offering.
[bookmark: _Toc366824714]SERVICE MEASURES AND REPORTING
The Service Offering dashboard is available in the service desk application under the report section. The dashboard measures each offering for each service against the incident response and resolution times and request response times defined in section 6.5 of this document. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
Customer Reports are available in ServiceNow in the Service Management Reports section.


[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc366824715]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
Physical servers to run the on/offboarding software must be “server class” Linux systems.  The Everbridge notification server runs as a SaaS solution, therefore does not require any hardware or software hosted at Fermilab.
The on/offboarding software tool is Python based, and runs on any RedHat derivative of Linux (RHEL, Fermi Linux, Scientific Linux etc…).  
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The series of steps will be conducted on at least an annual basis. Either the Customer, Service Owner or Service Level Manager may request additional reviews as necessary.
1. At least one month prior to the expiration of this agreement, the customer will be sent notification via email requesting that a face-to-face review be conducted between the Service Owner and the Customer regarding the Service.
2. During the review, customer may negotiate changes to the Service Level Agreement with the Service Owner.  Requests for changes are subject to approval based on the limitations of resources from the Service, a supporting organization, funding and effort available.
3. If additional meetings are required, those meetings will be held as necessary in order to renew the SLA prior to expiration.
4. Should an agreement not be reached prior to the expiration date, service will continue on a month to month basis using the existing SLA agreement requirements. 
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Everbridge depends on the following IT Services to operate within their respective SLAs / OLAs:
· Network Services (CS-doc-4312)
· Facilities Management
· Network-attached Storage (SAN & NAS) Hosting Services (CS-doc-4311)
· Virtual Hosting Service (CS-doc-4612)
· Backup and Restore Service (CS-doc-4315)
· Computing Division Financial Services
· Computing Division Procurement Services
· UNIX/Linux Foundation Service 
· Servicedesk service (CS-doc-4591)




[bookmark: _Toc366824718]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 

Supplier Lists, including contact information can be found here.
Key vendor contracts supporting this service are:
· Red Hat software and technical support
· Everbridge support
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[bookmark: _Toc255304212][bookmark: _Toc366824720]There are no customer specific terms at this time.

[bookmark: _Toc366824721]APPENDIX F: ESCALATION PATH
[bookmark: _Toc366824722]This section outlines the Escalation Path to be followed if there is a specific workflow for this service. The default escalation path is defined in the Foundation SLA as hierarchic (line management).
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This section defines how the services will work together to execute ITIL processes across the service boundaries, if and only if there are variations or unexpected responsibilities compared to the overall ITIL process definitions. 
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