Samgrid Workload Manager Node Specification & Setup


Samgrid Workload Manager Node Specification & Setup

1 Introduction

This document describes specification and setup required to install Samgrid workload manager packages i.e. Samgrid stack for the queuing and brokering node. Future installation procedure will assume default Samgrid layout of disks. The installation instructions describe the steps required to configure the workload manager node as a queuing node and the additional steps that are required to enable Samgrid brokering services on the node.

2 Machine Configuration

2.1 Machine name

This document describes the specification and setup for a queuing node as well as central brokering node. The machine name for the brokering node should be “samgrid.fnal.gov” Choosing a different name will require installations made at various samgrid sites to reconfigure this information. Future queuing nodes could be name “samgrid1.fnal.gov”, “samgrid2.fnal.gov” and so on.

2.2 Hardware Specifications

Following specifications are based on the configuration of existing queuing node.

Memory: 4GB

Swap: 8GB

CPU: Quad CPUS with at least Intel(R) Xeon(TM) CPU 3.20GHz

Network: Gigabit connection.

2.3 Firewalls

The queuing node should not be behind the firewall. The queuing node will be contacted by jobs running on the remote clusters and should allow incoming connections. 

User Accounts

Username: sam; Login Shell: bash

2.4 Disk layout and Partitions

Samgrid products will be installed on a partition different than the ones chosen for storing log and spool files. 

SAMGRID=/samgrid acts as the root level mount point.

2.4.1 Product installation

It is recommended to have at least 20GB of disk size for product installations.

2.4.2 Disk Requirements Calculations

Based on the calculations shown below, we need 1.6TB of disk space for spool area.

Spool area calculations

The calculations do not consider the core files in case of job crashes. Such increase in the disk consumption could be visible in the NGOP monitoring (Different proposal). The calculations below are done taking a pessimistic approach to mitigate the problem from intermittent core files.

1. Spool usage for jim_broker_client (For MC production):

The calculations are based on the requirements provided by Joel Snow for MC weekly production through Samgrid

· Average request size = 150Kevents = 600 batch jobs.

Calculations for disk requirements - 

· Targeted production = 16000000 events/week

· Targeted jobs = 16000000 /250 = 64000 jobs/week

· Targeted local jobs = 64000/7 = 9143/day

· Jobs after 30 % failure rate =  11886 = approx 12000 jobs/day

· Average samgrid jobs = 12000/600 = 20 gridjobs/day

· Observed spool usage per grid job (~ 600 batch job) = 600 MB 

· Estimated spool usage = 600 MB * 20 = 12 GB/day

· Monthly estimated spool usage = 12GB * 30 = 360 GB/month

· Spool usage over 2 months = 360GB * 2 =  720 GB

The calculations assume that the spool area for MC jobs will hold data for jobs that are less than two months old.

2. Spool usage for jim_broker_client (For Reprocessing):

The calculations are based on the information provided by Mike Diesburg for reconstruction jobs in past 6 months. Mike observed disk usage of ~800 GB of disk usage for reprocessing jobs over a period of 6 months. We consider 800GB for our calculations.

3. Total Spool usage for jim_broker_client:

Observed spool disk usage over a period of 9 months (January 01, 2007 – September 30, 2007) is 1.4 TB. Total disk usage estimated from above calculations is approximately 1.6 TB. Note that the calculations are taking pessimistic approach. Also, the calculations assume that spool area will store job files for up to 6 months for reprocessing jobs and log files for up to 2 months for the MC jobs.

2.4.3 Other Log files:

Approximately 200GB is sufficient to hold other log files. This includes logs from products like jim_broker_client, jim_broker
, jim_stats, tomcat, etc. Most of the condor related log files are recycled so disk usage grows at a very low rate.

2.4.4 Disk partition and layout based on above calculations:

Access Variable
Directory
oWNER

(Perm)



Mount Point:/samgrid/products Size: 20GB+

SAMGRID_PRODUCTS
/samgrid/products
sam (755)

SAMGRID_UPS
$SAMGRID_PRODUCTS/ups


SAMGRID_APACHE

$SAMGRID_PRODUCTS/apache




Mount Point:/samgrid/logs Size: 200GB+

SAMGRID_LOGS
/samgrid/logs
sam (755)





SAMGRID_SAMLOGS
$SAMGRID_LOGS/samlogs






SAMGRID_JIMLOGS
$SAMGRID_LOGS/jimlogs


SAMGRID_JIM_BROKER_LOGS

$SAMGRID_JIMLOGS/jim_broker


SAMGRID_SERVER_RUN_LOGS
$SAMGRID_JIMLOGS/server_run


SAMGRID_JIM_BROKER_CLIENT_LOGS
$SAMGRID_JIMLOGS/jim_broker_client
sam (755)



Mount Point:/samgrid/logs/jimlogs/jim_broker_client/spool Size: 1.6 TB

SAMGRID_JIM_BROKER_CLIENT_SPOOL
$SAMGRID_JIM_BROKER_CLIENT_LOGS/spool
sam (755)

System Libraries and tools

Ask the system administrators to install necessary rpm to install following system rpms –

· libstdc++

· glibc-devel

· compat-libstdc++

· compat-db

· compat-glibc-headers

· compat-glibc

· compat-libstdc++

· curl

Note: 

· If the architecture of the machine is x86_64, also install the x86_64 version of the above rpms.

· Above rpm list is based on the requirements posed by the packages in VDT and the tools we use in Samgrid. Person setting up the forwarding node should verify that these requirements still hold. If rpm list changes, please make sure to update this documentation.

Hardware Testing

If the hardware has specialized components like RAID arrays, turn on write caching. Do enough burning of the RAID disk and verify that you get specified read and write speed on the disk.

3 Installing and Configuring the Samgrid packages

The tasks below explain how to install and configure the required samgrid packages for Samgrid Queuing Node. Configuring the other half of the workload manager i.e. the brokering services, is also described in independent sections. The screenshot for the commands also tell you the system username under which you should be executing these commands.

Preparation of Installation Area

It is highly recommended that you install samgrid in an independent ups/upd area. Install ups in /samgrid/products/ups and source the ups setups script. Installation of ups is out of scope of this document. Please refer to ups/upd manual for more details.

[sam@samgrid2 products]$ source /samgrid/products/ups/etc/setups.sh

[sam@samgrid2 products]$ setup upd

[sam@samgrid2 products]$ ups list -aK+

"coreFUE" "v1_0" "Linux+2" "" "current"

"perl" "v5_8" "Linux+2" "" "current"

"upd" "v4_7_2" "NULL" "" "current"

"ups" "v4_7_2" "Linux+2" "" "current"

Installing the Samgrid Workload Manager (WM) Packages

3.1.1 Setup the directory structure

Make sure the directory structure shown in the above table is created with correct ownership and access rights. If not create them. Involve system administrators if you do not have necessary privileges.

3.1.2 Installation Instructions

Packages for the Samgrid WM (queuing + brokering node) can be installed using ups package “samgrid_wm_installer”. Installing this package will install all the ups packages that are defined by the release cut. Configuring individual packages will be done as a separate step.

Since actual configuration is done after the installation of all the products, it is okay to see some warning and/or error messages. Samgrid software stack has complex product dependencies. During the installation step, Samgrid packages try to synchronize the configuration with a previous version of the product that is declared current in ups. If a package is installed for the first time, installation step creates a default configuration where ever applicable. Default configuration assumes the disk layout, log directory locations as per the disk layout mentioned in the previous sections. 

Note: Make sure that the samgrid_wm_installer product is installed. Complete list of warning and error messages that can be ignored are shown in Appendix A. You will only see these messages if the products are installed for the first time or installed without tailoring the dependent products.

[sam@samgrid2 products]$ upd install -G -c samgrid_wm_installer v0_0_1

informational: perl v5_8 already exists on local node, skipping.

informational: perl v5_8 already exists on local node, skipping.

informational: installed python v2_4_2_sam.

informational: installed pacman v3_26.

[…]

informational: installed samgrid_wm_installer v0_0_1.

informational: product apache has an INSTALL_NOTE;

        you should read /samgrid/products/ups/prd/apache/v1_3_26b/Linux-2-2/ups/INSTALL_NOTE.

upd install succeeded.

You can find the samgrid release cut at –

http://www-d0.fnal.gov/computing/grid/releases/index.html
Configuring the Samgrid Workload Manager (WM) Packages

Installing the samgrid release cut using samgrid_wm_installer package will install required samgrid packages with default configuration. Since the Samgrid WM could have different deployment strategies at every site, you need to configure some of the packages manually.

Note:

· While tailoring the packages, default options are reasonably good. The tailoring screenshots below only show non-default answers. For tailoring questions asked between […], you should accept defaults.

· Installation and tailoring of VDT is sensitive to the version of perl used. The current instruction set was tested with perl v5_8 installed and declared current in ups before VDT is tailored.

· Any messages like “ERROR: must be run as root” during the tailoring of VDT can be ignored as we do not install VDT as root.

3.1.3 Tailor vdt and sam_gsi_config

[sam@samgrid2 products]$ ups tailor vdt

vdt needs to be tailored.

INFO: Attempting to install following VDT packages - Condor Globus CA-Certificates-Updater EDG-Make-Gridmap MyProxy VOMS-Client

      VDT will not reinstall the existing packages

You can install VDT in the ups product area, or configure this product to use a VDT that is already installed on your system. Do you want to install VDT in the ups product area [default: yes]?

You answered yes

After the installation you must read the product licences at /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux. If you do not agree with the licences, will you delete VDT from your system [default: yes]?

You answered yes

Cache [http://vdt.cs.wisc.edu/vdt_1101_cache] added to trusted.caches file.

Fetching binaries for Condor Globus CA-Certificates-Updater EDG-Make-Gridmap MyProxy VOMS-Client...

Installing Condor Globus CA-Certificates-Updater EDG-Make-Gridmap MyProxy VOMS-Client (on some systems this may take more than 30 min)

Beginning VDT prerequisite checking script vdt-common/vdt-prereq-check...

All prerequisite checks are satisfied.

Do you want to add [http://vdt.cs.wisc.edu/vdt_1101_cache] to [trusted.caches]? (y/n/yall): yall or y

========== IMPORTANT ==========

The VDT no longer installs certificate authority certificates at install time.

Most of the software installed by the VDT *will not work* until you install

certificates.  To complete your CA certificate installation, see the notes

in the post-install/README file.

Patching setup script to get rid of CONDOR_CONFIG environment variable.

Patching CONDOR_CONFIG in setup file /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/setup.sh ...

Patching CONDOR_CONFIG in setup file /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/setup.sh ... DONE

Patching CONDOR_CONFIG in setup file /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/vdt/etc/condor-env.sh ...

Patching CONDOR_CONFIG in setup file /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/vdt/etc/condor-env.sh ... DONE

Patching CONDOR_CONFIG in setup file /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/setup.csh ...

Patching CONDOR_CONFIG in setup file /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/setup.csh ... DONE

Patching CONDOR_CONFIG in setup file /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/vdt/etc/condor-env.csh ...

Patching CONDOR_CONFIG in setup file /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/vdt/etc/condor-env.csh ... DONE

Patching vdt-update-certs.conf to point to OSG CA distribution

vdt-update-certs

  Log file: /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/vdt/var/log/vdt-update-certs.log

  Updates from: http://software.grid.iu.edu/pacman/cadist/ca-certs-version

Will update CA certificates from version unknown to version 1.1.

Update successful.

vdt-update-certs

  Log file: /samgrid/products/ups/prd/vdt/v1_10_1_6/Linux/vdt/var/log/vdt-update-certs.log

  Updates from: http://software.grid.iu.edu/pacman/cadist/ca-certs-version

Nothing to update: your CA certificate installation is already up-to-date.

[sam@samgrid2 products]$ ups tailor sam_gsi_config -q vdt

Running sam_gsi_config v2_3_7 -q vdt tailoring script

Where do you want to store the sam service certificates (this MUST be a *non-exported* area writable by user sam) [default: /home/sam/private/gsi]?

Do you want to configure GSI for gridftp [default: yes]?

You answered yes

Are you installing gridftp for d0 or cdf? d0

Do you want to configure GSI for the JIM client [default: no]? yes

You answered yes

Do you want to configure GSI to run a gatekeeper (answer yes if you are installing JIM execution site; you will need access to root) [default: no]?

You answered no

Do you want to configure GSI for jim_advertise (answer yes if you are also installing a gatekeeper, unless you are an expert) [default: no]?

You answered no

Do you want to configure GSI to run a JIM submission site [default: no]? yes

You answered yes

Do you want to configure GSI to run a JIM gridftp server for intra-cluster transfers [default: no]?

You answered no

Configuring sam_gsi_config for vdt 1.8.1+ ...

What is the userid that will be responsible for running the jobs (Example: samgrid, jim, d0jim, jimsam, cdfjim, etc) [default: samgrid]?

Your answers and the default configuration have been recorded to

/samgrid/products/ups/db/sam_gsi_config/sam_gsi_config.samgrid2.fnal.gov.conf

You can edit this file for a custom installation.

You now need to execute the following commands

To complete the installation:

To intall GSI for jim_client, execute as user sam

  ups install_ca sam_gsi_config v2_3_7 -q vdt

To intall GSI for gridftp, execute as user sam

  ups install_ca sam_gsi_config v2_3_7 -q vdt

To intall GSI for the submission site, execute as user sam

  ups install_ca sam_gsi_config v2_3_7 -q vdt

Creating edg-make-gridmap configuration file /samgrid/products/ups/db/sam_gsi_config/edg_make_gridmap-gridftp.conf ...

You have not configured gatekeeper with sam_gsi_config. Skipping this configuration step.

You have not configured jim_gridftp with sam_gsi_config. Skipping this configuration step.

Creating edg-make-gridmap configuration file /samgrid/products/ups/db/sam_gsi_config/edg_make_gridmap-jim_broker_client.conf ...

[sam@samgrid2 products]$ ups install_ca sam_gsi_config –q vdt

3.1.4 Configure xmldb and middleware packages

[sam@samgrid2 products]$ ups tailor xmldb_client

[sam@samgrid2 products]$ ups start tomcat

[sam@samgrid2 products]$ ups store_constants jim_config

[sam@samgrid2 products]$ ups tailor server_run

Using SERVER_RUN_SCHEMA=/samgrid/products/ups/prd/server_run/v1_3_1/NULL/conf/jim_server_defs_schema.xml to create /samgrid/products/ups/db/server_run/server_run_conf_samgrid2.fnal.gov.xml

Bootstrapping configurator... (this may take a while)

[...]

----------------------- serverconfig  -----------------------

This serverconfig template contains attributes common to all the servers

What is the value of 'name' of 'serverconfig' ? The value of 'name' is set to 'commonserver'

What is the value of 'notify' of 'serverconfig' ? 

 (Enter e-mail address where problems with the servers will be reported) 

: 

: sam-oncall@fnal.gov

The value of 'notify' is set to 'sam-oncall@fnal.gov'

[…]

----------------------- server_mds  -----------------------

Configure MDS if your installation includes a MONITORING site

Do you want to configure server_mds ? : [no]

----------------------- server_tomcat  -----------------------

Configure server_tomcat if you plan to run tomcat under server_run and not as yourown web server

Do you want to configure server_tomcat ? : [no]yes

[...]

----------------------- server_jim_advertise  -----------------------

Configure jim_advertise if this is an EXECUTION site

Do you want to configure server_jim_advertise ? : [no]

----------------------- server_jim_broker_client  -----------------------

Configure jim_broker_client if this is a JOB QUEUING site

Do you want to configure server_jim_broker_client ? : [no]yes

[...]

----------------------- server_jim_broker  -----------------------

Configure jim_broker if this is a Broker site

Do you want to configure server_jim_broker ? : [no]

[...]

----------------------- server_jim_gridftp_head  -----------------------

Configure head_server gridftpd if this is the head node

Do you want to configure server_jim_gridftp_head ? : [no]

----------------------- server_jim_gridftp_data  -----------------------

Configure data_server if this machine hosts sam cache

Do you want to configure server_jim_gridftp_data ? : [no]

----------------------- server_sam_fcp  -----------------------

It is recommended that you use sam_fcp if more than 50 jobs run in parallel at your site

Do you want to configure server_sam_fcp ? : [no]

----------------------- sam_environment  -----------------------

Create sam environment if you plan to run the SAM servers under server_run, which is recommended

Do you want to configure sam_environment ? : [no]

[…]

3.1.5 Enabling Samgrid Brokering Services

Important Note:

Only follow the instructions in this section if either of the conditions apply:

· You are setting this node as a central node ‘samgrid.fnal.gov’

· There is a hardware failure on Samgrid central broker on samgrid.fnal.gov and you want to enable this node as a brokering node.

If the central Samgrid Broker on samgrid.fnal.gov goes down because of hardware failure, you can enable the brokering services on this node. By default, samgrid_wm_installer installs the required samgrid brokering package (jim_broker) and auto configures it. However, the brokering service is not started automatically until you configure server_run to do so.

Before converting this node to act as a central Samgrid broker for production, you need to:

· Create an alias ‘samgrid.fnal.gov’ to this machine by contacting the administrators and the networking group

· Enable jim_broker service using server_run

[sam@samgrid2 products]$ ups stop server_run

[sam@samgrid2 products]$ ups tailor server_run

Using SERVER_RUN_SCHEMA=/samgrid/products/ups/prd/server_run/v1_3_1/NULL/conf/jim_server_defs_schema.xml to create /samgrid/products/ups/db/server_run/server_run_conf_samgrid2.fnal.gov.xml

Bootstrapping configurator... (this may take a while)

[...]

----------------------- server_mds  -----------------------

Configure MDS if your installation includes a MONITORING site

Do you want to configure server_mds ? : [no]

----------------------- server_tomcat  -----------------------

Configure server_tomcat if you plan to run tomcat under server_run and not as yourown web server

Do you want to configure server_tomcat ? : [no]yes

[...]

----------------------- server_jim_advertise  -----------------------

Configure jim_advertise if this is an EXECUTION site

Do you want to configure server_jim_advertise ? : [no]

----------------------- server_jim_broker_client  -----------------------

Configure jim_broker_client if this is a JOB QUEUING site

Do you want to configure server_jim_broker_client ? : [no]yes

[...]

----------------------- server_jim_broker  -----------------------

Configure jim_broker if this is a Broker site

Do you want to configure server_jim_broker ? : [no]yes

[...]

Important Note: 

If this node is configured to act as a brokering node because of the failures on the samgrid.fnal.gov, all the jim_clients that are configured to contact the queue on the samgrid.fnal.gov will now contact this node. This may result in unexpected behavior from the operational tools. Please contact the concerned DZero personnel, responsible for job submissions and coordinate this step with them. 

3.1.6 Request SAM Service and Host Certificates

Usually, it takes around 24 hours for your certificate requests to be approved. So to save time, request the certificates with DOEGrids first and continue with the configuration instructions. You do not need the certificates until you are at the step of starting and testing the services.

3.1.6.1 Request SAM service

Before proceeding to install more products, it is recommended to request a host and sam service certificate. If you configure sam_gsi_config according to the screenshot shown above, sam service certificate (samcert.pem), generated key (samkey.pem) and generate certificate request (samcert_request.pem) will be stored in /home/sam/private/gsi. Running command below will generate samcert.pem, samkey.pem and samcert_request.pem and will contact the DOEGrids website (needs curl) and make a certificate request. This will go through the approval process for your request that needs to be signed off by Dzero VO admin. Once your certificate is approved, an email will be sent to address you mention in --email option with a link to your approved certificate. Follow the instructions from Doegrids to download the certificate and install it in the sam service certificate file in /home/sam/private/gsi

[sam@samgrid2 products]$ sam_cert_request –-name=”Robert_Illingworth” -–email=”sam-oncall@fnal.gov” -–phone=”+1-630-840-2350”

Note: Doegrids requires that every certificate be registered with a person who can be contacted for identity verification and auditing. However there is no restriction on use of mailing list as a registered email. Registering a mail list as email is recommended as certificate expiry and renewal emails will have wider audience and avoid unnecessary downtime if the registered user is on vacation.

3.1.6.2 Request Host certificates

You can request host certificate being a normal user. However to install the host certificate in directory /etc/grid-security, you need to have root privileges. Check with the Run II administrators that they are okay with you requesting the host certificate, if not ask them to request the host certificate. Since you will not have write access to /etc/grid-security, generate the host cert-key pair (hostcert.pem and hostkey.pem) and the certificate request file (hostcert_request.pem) in a different directory pointed by variable GRID_SECURITY_DIR in the command below. 

Unlike sam service certificate request, you need to visit the DOEGrids home page, http://www.doegrids.org to request the actual certificate. First run the command below to generate hos_key.pem, host_cert.pem and hostcert_request.pem files. Follow the instructions on DOEGrids webpage to request a service certificate. Once your certificate is approved, install it in the host certificate file in GRID_SECURITY_DIR

[sam@samgrid2 products]$ X509_CERT_DIR=/home/sam/private/gsi/certificates GRID_SECURITY_DIR=/home/sam/private/gsi grid-cert-request -host `hostname -f` -ca 1c3f2ca8

At this point continue with the configuration of other packages (Section 3.3.4) till your SAM service and host certificates are approved.

3.1.6.3 Install Host certificates and setup cron jobs as user root

Once the host certificate is approved and installed in the required file, ask system administrators to execute following commands as root. If you need to enable or disable other vdt services you can enable or disable them using installAsRoot action as shown below -

ups installAsRoot vdt –O “--enableServices=<service1:service2> --disableService=<service1:service2>”

To see the available services run: vdt-control --list

[root]$ mkdir -p /etc/grid-security/certificates

[root]$ mv /home/sam/private/gsi/host* /etc/grid-security/

[root]$ source /samgrid/products/ups/etc/setups.sh

[root]$ setup vdt

[root]$ cp -r $GLOBUS_LOCATION/TRUSTED_CA/* /etc/grid-security/certificates/

[root]$ chmod 400 /etc/grid-security/hostkey.pem

[root]$ chmod 444 /etc/grid-security/hostcert.pem

[root]$ chmod 755 /etc/grid-security/certificates/

[root]$ ups installAsRoot vdt -O "--enableServices=vdt-update-certs"

3.1.7 Generate gridmap File for jim_broker_client

This section should only be done apparently if you are installing a new node.

[sam@samgrid2 products]$ setup sam_gsi_config -q vdt

[sam@samgrid2 products]$ setup jim_broker_client

[sam@samgrid2 products]$ generate_submission_site_gridmap

# VERIFY THAT FOLLOWING SHOWS GRIDMAPFILE ENTRIES

[sam@samgrid2 products]$ cat `sam_gsi_read_config SAM_GSI_SUBMISSION_MAPFILE`

3.1.8 Automating Maintenance Tasks

Refer to the section “Automating the Maintenance Tasks” in the Samgrid Manual http://www-d0.fnal.gov/computing/grid/SAMGridManual.htm to see various tools available to automate regular maintenance tasks like generating the jim_broker_client gridmap and several other maintenance tasks and how to use them. Also refer to the REX specific instructions for a REX maintained node.

Look on one of the other queuing nodes and make sure the jobs run by cron for the sam user are also setup on this new node.  For example, the disk may fill up if you don't run the cleanup_old_jobs.sh script.

3.1.9 Tailor sam_config

[sam@samgrid2 products]$ ups tailor sam_config

What would you like to do?

   [a: add configuration]

   [d: done (default)]

a

Adding configuration...

Please refer to http://d0db.fnal.gov/sam/doc/install/samConfig.shtml for configuration of sam_config. Your sam_config should be configured such that it looks like below -

[sam@samgrid2 products]$ ups inquire sam_config -q prd

SAM_DB_SERVER_NAME=SAMDbServer.user_prd2:SAMDbServer

SAM_USE_FILE_UPLOAD=yes

SAM_STATION=osg-ouhep

SAM_LOG_SERVER_ADDR=d0ora2.fnal.gov:40583

ORACLE_SID=d0ofprd1

SAM_NAMING_SERVICE_IOR=${SAM_D0_PRD_NS_IOR}

3.1.10 Stop tomcat and restart the required services

Important Note: Starting the server_run will start the samgrid services and your queing node will start advertising to the samgrid broker. However, until there is a jim_client configured to talk to this queuing node, you will not be able to submit jobs to this queuing node. So it is relatively low risk activity to start the services at this point. If you are still testing the configuration of this node, refer to the REX instructions on how to test the installation of the queuing node before enabling it for production.

[sam@samgrid2 products]$ ups stop tomcat

[sam@samgrid2 products]$ ups start server_run

3.1.11 Install and Configure Monitoring Packages

This section only applies if this node is a central Samgrid broker or converted to a central Samgrid broker.

· RESERVED FOR MONITORING INSTRUCTIONS

RESERVED FOR MONITORING INSTRUCTIONS

4 Appendix 

Appendix A

[sam@samgrid2 products]$ upd install -G -c samgrid_wm_installer v0_0_1

informational: perl v5_8 already exists on local node, skipping.

informational: perl v5_8 already exists on local node, skipping.

informational: installed python v2_4_2_sam.

informational: installed pacman v3_26.

Creating version link in /samgrid/products/ups/db/vdt/Symlinks for vdt v1_10_1_6.

Creating current link in /samgrid/products/ups/db/vdt/Symlinks for vdt v1_10_1_6.

informational: installed vdt v1_10_1_6.


[…]

----------------------------------------------------------------

JIM BROKER CLIENT installed on your system

Configuration will create symlinks and try to

synchronise the configuration if it exists

If you want to re-tailor jim_broker_client run as user products:

ups tailor jim_broker_client v1_3_5

----------------------------------------------------------------

vdt needs to be tailored.

sync_config.py:  INFO   : Getting existing current version from File system

sync_config.py: WARNING : ********************************************************************

sync_config.py: WARNING : Cannot continue synchronization for the following reason

sync_config.py: WARNING : Cannot read old configuration. Invalid path /samgrid/products/ups/db/jim_broker_client/Symlinks/current

sync_config.py: WARNING : Synchronization failed

sync_config.py: WARNING : ********************************************************************

sync_config.py: WARNING : Creating default configuration

sync_config.py:  INFO   : Creating default configuration from template /samgrid/products/ups/prd/jim_broker_client/v1_3_5/Linux-2-4/etc/jim_broker_client_config_template.xml

[…]

informational: installed jim_broker_client v1_3_5.

----------------------------------------------------------------

xmldb_server v1_0_6 installed on your system.

Run the following command:

ups tailor xmldb_server v1_0_6

----------------------------------------------------------------

sync_config.py:  INFO   : Getting existing current version from File system

sync_config.py: WARNING : ********************************************************************

sync_config.py: WARNING : Cannot continue synchronization for the following reason

sync_config.py: WARNING : Cannot read old configuration. Invalid path /samgrid/products/ups/db/xmldb_server/Symlinks/current

sync_config.py: WARNING : Synchronization failed

sync_config.py: WARNING : ********************************************************************

sync_config.py: WARNING : Creating default configuration

sync_config.py:  INFO   : Creating default configuration from template /samgrid/products/ups/prd/xmldb_server/v1_0_6/NULL/etc/xmldb_server_config_template.xml

[…]

----------------------------------------------------------------

JIM BROKER installed on your system

Configuration will create symlinks and try to

synchronise the configuration if it exists

If you want to re-tailor jim_broker run as user products:

ups tailor jim_broker v2_1_2

----------------------------------------------------------------

vdt needs to be tailored.

sync_config.py:  INFO   : Getting existing current version from File system

sync_config.py: WARNING : ********************************************************************

sync_config.py: WARNING : Cannot continue synchronization for the following reason

sync_config.py: WARNING : Cannot read old configuration. Invalid path /samgrid/products/ups/db/jim_broker/Symlinks/current

sync_config.py: WARNING : Synchronization failed

sync_config.py: WARNING : ********************************************************************

sync_config.py: WARNING : Creating default configuration

sync_config.py:  INFO   : Creating default configuration from template /samgrid/products/ups/prd/jim_broker/v2_1_2/Linux-2-4-GCC-2-95-2/etc/jim_broker_config_template.xml

[…]

informational: installed jim_broker v2_1_2.

vdt needs to be tailored.

sync_config.py:  INFO   : Getting existing current version from File system

sync_config.py: WARNING : ********************************************************************

sync_config.py: WARNING : Cannot continue synchronization for the following reason

sync_config.py: WARNING : Cannot read old configuration. Invalid path /samgrid/products/ups/db/jim_www_sandbox/Symlinks/current

sync_config.py: WARNING : Synchronization failed

sync_config.py: WARNING : ********************************************************************

sync_config.py: WARNING : Creating default configuration

sync_config.py:  INFO   : Creating default configuration from template /samgrid/products/ups/prd/jim_www_sandbox/v2_0_4/NULL/etc/jim_www_sandbox_config_template.xml

[…]

informational: installed apache v1_3_26b.

**************************************************************************

       Installed Samgrid Workload Manager product stack v0_0_1

**************************************************************************

informational: installed samgrid_wm_installer v0_0_1.

informational: product apache has an INSTALL_NOTE;

        you should read /samgrid/products/ups/prd/apache/v1_3_26b/Linux-2-2/ups/INSTALL_NOTE.

upd install succeeded.

You see these error messages because there is no jim_broker_client in ups that is current and configured yet.





Jim_broker is installed by default but should not be started unless this is a central samgrid broker.








�	 This applies to central samgrid.fnal.gov broker + queuing node


�	 This applies to central samgrid.fnal.gov broker + queuing node


�	 This applies to central samgrid.fnal.gov broker + queuing node
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