DCS nodes shutdown/restart requirements
By Athans Hatzikoutelis for the DCS group
Restart if a node fails:
1. We will expect that: someone (after opening a ticket with FEF) will get the node hardware repaired and in case of disk failure to the original state above with the generic farm style OS installed. 
2. We will do: the rest of the work (where special 3rd party s/w involved as in on some ACNET nodes) required to bring it back to full operation.
Power down procedure (“graceful” )
Login to each of the DCS nodes as root and issue the following command:   shutdown
In the following sequence:
1. novadcs-far-readout-06.fnal.gov 
2. novadcs-far-readout-05.fnal.gov 
3. novadcs-far-readout-04.fnal.gov 
4. novadcs-far-master-02.fnal.gov 
5. novadcs-far-readout-03.fnal.gov 
6. novadcs-far-readout-02.fnal.gov 
7. novadcs-far-readout-01.fnal.gov 
8. novadcs-far-master-01.fnal.gov 
9. novadcs-far-logger.fnal.gov
Now, one can turn off the network switches and unplug the power cable off the chassis (if needed).

Procedure for restarting after a graceful shutdown
1. Make sure all network switches are on, the DNS, NIS and DHCP servers are on.
2. Note: the novadaq-far-master-01.fnal.gov must be on in order to mount configuration scripts.
3. Turn the  power switches on the chassis  (remotely or physically toggle them) in the following timed sequence:
1. novadcs-far-master-02.fnal.gov 
2. novadcs-far-logger.fnal.gov
3. novadcs-far-master-01.fnal.gov 
4. - - wait for 3 minutes - -
5. novadcs-far-readout-01.fnal.gov 
6. novadcs-far-readout-02.fnal.gov 
7. novadcs-far-readout-03.fnal.gov 
8. novadcs-far-readout-04.fnal.gov 
9. novadcs-far-readout-05.fnal.gov 
10. novadcs-far-readout-06.fnal.gov 

Restart from an ungraceful shutdown.
[bookmark: _GoBack]The sequences for the hardware are the same as the graceful case but, the software cannot be guaranteed to start properly. The error may be  PID files from a database that must be cleaned but, one may go as far as needing to study the log files to find out what to do. This is  a sys-admin-level work and requires a call to experts (developer level). Note that, even for them, it may take from an hour to a day as the path of recovery is not the same each time.
The control room operators/experts-on-call they can go as far as check if the database is ok:

root@novadcs-far-readout-04.fnal.gov 
nova_ setup
postgres  restart       
#      query a description from a  table to show the DB is ok
postgresql: \d fardet.dcs_alarms
 
if you cannot read the data from the response the database is in trouble. At this stage the person to call is directly the ACNET systems, leading developer Jim Patrick.




Appendix 1: DCS machines currently used, identified by their network name.
	Current name in the dB 
	Allocated to group 

	novadcs-far-master-01.fnal.gov 
	ACNET 

	novadcs-far-master-02.fnal.gov 
	CET 

	novadcs-far-readout-01.fnal.gov 
	ACNET 

	novadcs-far-readout-02.fnal.gov 
	ACNET 

	novadcs-far-readout-03.fnal.gov 
	ACNET 

	novadcs-far-readout-04.fnal.gov 
	CET

	novadcs-far-readout-05.fnal.gov 
	CET 

	novadcs-far-readout-06.fnal.gov 
	CET 

	novadcs-far-logger.fnal.gov 
	both



