DCS update 07/30/14

1. [bookmark: _GoBack]The power outage of last Tuesday.
The planned power outage time line from the DCS point of view:
7:45  am Shifter called athans to shut down the DCS computers see ECL 45165

· athans shutdown the Epics nodes (master-02, readout-04,05,06) 
· ACNET group was contacted to shut-down the acnet nodes (master-01, readout-01,02,03)
-Proper procedure that should  have been used:
a. For a graceful shut-down an operation choice could be made to open a ticket with FEF that owns-and-controls ALL the DCS FD nodes to perform the shutdown according the instruction in the document “DCS nodes restart procedures.docx” in DoCDB 8478 since Sept 2013.
b. For a simple power off (as in any unplanned power outage) an operational choice could be made to let the power go off to the nodes.
-Conclusion: 
· None of the appropriate options were used. 
· Operations is given the choice of the  shutdown option to use. The DCS management responsibility had ended ( and that was communicated appropriately to operations at the time) with  providing the document in #8478.
· Out of courtesy and in the spirit of assisting the timeliness of the proceedings we manually accessed the machines and turned them off.


Power-up timeline:
4pm there was the 1st  Nova-support-list email referring to nodes having not starting up. After investigation on the DCS nodes  (master-02, host of the APD Temperature  monitor) was identified as non-responsive, still powered off. Troubleshooting showed that it was not powered up at all.
5:52pm the Fermilab Service Desk reports that they cannot turn on the node from the PDU. First request to do a manual restart on site.
6pm-9pm Communication with Nick, from the Ash River on call, to travel to FD site and restore power to the  node. The front panel power button was reported not working. After conferring with RickT  “pulled the plugs” on all 4 neighboring nodes ( #4752 and linked files not accurate, not helpful). 
8:27pm Ed Simmons still cannot connect to the node through IPMI. 
8:53 -8:59 pm The DCS nodes master-02 and readout-04, 05, and 06 reported rebooting.
9:08pm All the DCS services were restarted successfully on the nodes and this was reported to the Nova support list.
9:45pm the shifter called with a problem that the ‘desktopp icon ‘  did not open the APD temp monitor. After troubleshooting it was found that it was a problem at the icon not at the gui. Alternative method of turning on the GUI was given to the shifter. It was also reported that now the DCS was fully operational and the cooling can be monitored.
10:04 the status of DCS was reported in a comment in the entry 45195.
10:10 the shifter wrote the alternative GUI startup procedure (as requested) in 45197.
Beyond this point the DCS considers the matter resolved.
Proper procedure:
For a non-power up situation on any DCS nodes the FEF should be contacted directly and immediately according to the instruction in DocDB 8478, to troubleshoot network and power-up problems. 
Conclusion: 
If this procedure had been followed instead of to the nova-support group or even the DCS experts on call that do not have the responsibility to do network troubleshooting (eg why can’t connect remotely through IPMI?) then we could have saved several hours of down time . The FEF people and the Ash River crew would have been engaged within their working hours.



2. The APD temp monitor upgrades
1. the problems with the networking of the test stand were fixed, 
2. we need someone to turn the water and the cooling on the APDs there for the  duration of the tests.
