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I. [bookmark: _Toc277845835]Executive Summary
The purpose of this project is to design and implement a system for regular (nightly or other experiment-level) software builds by Frontier experiments and related software providers at Fermilab.
Presently, many software packages are built (on a nightly basis) on interactive nodes. While this is easy to set up, the builds take a long time—up to many hours. Limitations include I/O bandwidth, e.g., from use of network-attached storage, such as NFS or AFS; and a limited number of processors/cores, which limits parallelism in the build process. 
Individual users building code for their own analyses face similar problems, long compile and link times, probably for the same reasons.
A related problem is that the build process is not well integrated with code distribution, including CVMFS.
The build system architecture from this project should enable greatly reduced build times: tens of minutes or less, rather than hours. The system should be reasonably easy for experiment developers and software librarians to use; affordable within expected budget constraints; and maintainable without undue expense or administration effort.
II. [bookmark: _Toc277845836]Requirements Summary
Provide a high level list of the requirements for this project.
	No.
	Requirement
	Category
	Source
	Priority

	1.
	Hardware: 
	Hardware
	Glenn Cooper
	High

	1.a
	Memory requirements are modest, 2 GB/core are sufficient
	Hardware
	Glenn Cooper
	High

	1.b
	Begin with a few 16-core systems
	Hardware
	Glenn Cooper
	High

	1.c
	Need at least one running SLF5 and one running SLF6
	Hardware
	Glenn Cooper
	High

	1.d
	Can add other platforms (Mac; Ubuntu, SUSE; ARM; …) later
	Hardware
	Glenn Cooper
	High

	1.e
	Few TB local disk
	Hardware
	Glenn Cooper
	High

	2.
	A survey of existing solutions must be performed and a report that presents the arguments for a choice must be drafted.  Free Software or Open Source solutions must be considered first and proprietary systems only considered if no FOSS solutions are suitable.  The Framework should support:
	Operational
	Glenn Cooper/Brent Viren LBNE
	High

	2.a
	Continuous integration
	Operational
	Glenn Cooper
	High

	2.b
	Unit tests
	Operational
	Glenn Cooper
	High

	2.c
	Validation programs supplied by the experiments 
	Operational
	Glenn Cooper/Brett Viren from LBNE
	High

	2.c.1
	It must run a variety of validation programs which are to supplied by the experiment.
	Operational
	Brett Viren from LBNE
	High

	2.c.2
	Validation programs must rely on storage that persists between validation runs.
	Operational
	Brett Viren from LBNE
	High

	2.c.3
	The system must retain an association between a validation run and a particular state (commit) of the repository holding the main software being tested.
	Operational
	Brett Viren from LBNE
	High

	2.c.4

	incremental and green-field building of the entire experiment software stack from source
	Operational
	Brett Viren from LBNE
	High

	2.c.5
	analysis that compare current output to prior output including log files with transient changes filtered and histograms.
	Operational
	Brett Viren from LBNE
	High

	2.c.6
	The system must allow independent validation for different parts of the software stack (eg, testing art separate from larsoft separate from lbnecode).
	Operational
	Brett Viren from LBNE
	High

	2.c.7
	The system must independently test different branches of the software (eg, git "master" of larcore vs. some development or feature branch).  The system may allow for being configured to ignore some branches.
	Operational
	Brett Viren from LBNE
	High

	2.c.8
	Validation must run promptly after the triggering commit.  It should run for every commit which has no commits following w/in a time much shorter than a day.  This dwell time should be no longer than one hour and must not be Brett Viren from LBNE longer than one day.
	Operational
	Brett Viren from LBNE
	High

	2.c.9
	A validation run must be recorded based on unique meta data including: target host, associated version (git commit hash, svn revision number), validation domain (eg, package or test name).
	Operational
	Brett Viren from LBNE
	High

	2.c.10
	Success and failure reports should trigger email notifications to an opt-in list.
	Operational
	Brett Viren from LBNE
	High

	2.c.11
	Validation runs must be able to run on all supported platforms.
	Operational
	Brett Viren from LBNE
	High

	2.c.12
	Unsupported platforms must be able to run the validation and contribute results but possibly with additional effort provided.
	Operational
	Brett Viren from LBNE
	High

	2.c.13
	Validation processes must be able to run on hosts on non-Fermilab networks which may be behind firewalls with default-deny for incoming connections.
	Operational
	Brett Viren from LBNE
	High

	2.c.14
	It must be possible to invalidate any given validation result in order to trigger it to rerun.
	Operational
	Brett Viren from LBNE
	High

	2.d
	Reporting: 
	Operational
	Glenn Cooper
	High

	2.d.1
	Current status of each job
	Operational
	Glenn Cooper
	High

	2.d.2
	Success/failure of completed jobs
	Operational
	Glenn Cooper
	High

	2.d.3
	Resources used
	Operational
	Glenn Cooper
	High

	2.d.4
	Reports on validation results be they success and failure must be stored and made available for browsing via the web.
	Operational
	Brett Viren from LBNE
	High

	
	Reports should link back to the commit which triggered the validation.  (possibly interfacing with Redmine)
	Operational
	Brett Viren from LBNE
	High

	3.
	Be robust enough to be able to support the number of potential participants (experiments, projects)
	Operational
	Glenn Cooper
	High

	3.a
	IF experiments: 10 (ArgoNeuT, g-2, LBNE, MicroBooNE, MINERvA, MINOS, Mu2E, NOvA, SciBooNE, SeaQuest)

	Operational
	Glenn Cooper
	High

	3.b
	CF experiments: 3 (DarkSide, DES, LSST)

	Operational
	Glenn Cooper
	High

	3.c
	Software projects: 2 (LArSoft, art)

	Operational
	Glenn Cooper
	High

	3.d
	Expandable for growth for 10 additional future participants
	Operational
	Steve Jones
	Medium

	4.
	Virtualization.   

	Operational
	Various
	Medium

	4.1
	Not currently used by any LHC experiment for software builds, though they are exploring the option. Proposal is to start with physical nodes, then move later to sending builds as VM images if that proves to be useful, e.g., to build under multiple Linux distributions.
	Operational
	Glenn Cooper
	Medium

	4.2
	Continuous integration needs vary by user; service must be configurable to each experiment.
	Operational
	3/14 Meeting
	High

	5.
	Builds must support distributed hardware (eg BNL).
	Operational
	Brett Viren from LBNE
	High

	6.
	Terminology:
1. Build Platform(s): includes compiler, native/local or on platforms
2. Build Service: monitor, coordinate; support build for remote sites; works with meta data for each slave.
3. Build Framework
4. Build Master = Service Machine
5. Build Slave = Platform Machine
	Operational
	3/14 Meeting
	High

	7.
	Security and Access Requirements
	Operational
	3/14 Meeting
	High

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	8.
	Documentation Requirements
	Operational
	3/14 Meeting
	High

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	9. 
	Redmine
	Operational
	3/14 Meeting
	High

	9.1
	Service must integrate with Redmine
	Operational
	3/14 Meeting
	High

	
	
	
	
	

	
	
	
	
	

	10.
	Compiled software delivery can be a separate service (eg CVMFS)
	Operational
	3/14 Meeting
	High


III. [bookmark: _Toc277845837]Assumptions, Risks, Dependencies
1. There are several options for frameworks that need to be evaluated. Options include, in very rough order of interest expressed:
· BuildBot (Python based; used by MINERvA)
· Jenkins (Java based; used by CMS, LHCb)
· Trac/Bitten/Nose (Python based; used by Daya Bay)
· NICOS (shell scripts, Python; used by ATLAS, developed in house)
· Condor or other batch system
· Cron entries
· Many others—this is by no means a comprehensive list.
2. Resources to conduct the project are available within currently assigned staff.
3. Project cost is level of effort only except for Project Management costs.
4. Hardware can be reallocated from existing sources or will be identified and procured within existing budgets.
IV. [bookmark: _Toc277845838]Out of Scope
1. The initial scope does not include a facility for individual users. That could be considered in a later project or a new phase of this project.
V. [bookmark: _Toc277845839]Performance and Key Success Metrics
· Function
· Build service architecture defined
· Overall design of the build service completed:
· Hardware elements identified
· Mechanisms to schedule builds: software package, batch system, etc. defined
· Hardware procurement and installation (if new hardware is required) complete
· Build system configuration and testing completed
· Framework for supervision and administration of the build service deployed
· Transaction Throughput sufficient for users
· Batch Throughput sufficient for users
· Users
· IF experiments: 10 (ArgoNeuT, g-2, LBNE, MicroBooNE, MINERvA, MINOS, Mu2E, NOvA, SciBooNE, SeaQuest), CF experiments: 3 (DarkSide, DES, LSST) and Software projects: 2 (LArSoft, art) and potential future users are able to simultaneous bluild each night
VI. [bookmark: _Toc277845840]Use Cases
· Scenario/Event
· Actor
· System/Module (interaction)
· Goal
VII. [bookmark: _Toc277845841]Detailed Functional and System Requirements
· Requirement Description
· Rules
· Inputs
· Outputs
· Screen Design
VIII. [bookmark: _Toc277845842]Detailed Business Process Flow Diagrams
Provide any business (not architecture) process flow diagrams, as they pertain to this project.
IX. [bookmark: _Toc277845843]Reports
· Current status of each job
· Success/failure of completed jobs
· Resources used
X. [bookmark: _Toc277845844]Stakeholders
	Name
	Role
	Contact Information

	SCD Sponsors
	Ruth Pordes, Stu Feuss
	

	ArgoNeutT
	
	

	NOvA
	Andrew John Norman
	

	Minerva
	Erica Snider
	

	LBNE
	Eileen F. Berman, Qizhong Li
	

	Microboone
	Stephen A. Wolbers
	

	Muon g-2:
	Adam L. Lyon
	

	Darkside 50
	Kenneth Richard Herner, Ruth Pordes
	

	Minos
	Arthur E. Kreymer
	

	SciBoone
	
	

	SeaQuest
	
	

	DES
	
	

	LSST
	
	

	LARsoft
	Ruth Pordes, Erica Snider
	

	art
	Jim Kowalkowski
	

	DBAs
	Mitch Renfer
	

	
	
	

	
	
	


XI. [bookmark: _Toc277845845]Project Team
	Name
	Role
	Contact Information

	Steve Jones
	Project Manager
	

	Glenn Cooper
	Lead Artictect
	

	Marc Mengel
	Project Technical Lead
	

	
	DBA
	

	
	
	

	
	
	


XII. [bookmark: _Toc277845846]Revision History
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