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1 Introduction

This document provides the requirements for the Intensity Frontier Beam Data Extraction and Monitoring System (BDEM). The BDEM is a software suite that is common to many of the Intensity Frontier (IF) experiments and is used to extract and process accelerator and beam related data for use in the different experiment’s analysis.  

The BDEM system is responsible for extraction of data from the FNAL accelerator division systems and providing it to the different experiments involved in the Intensity Frontier programs.

…..
1.1 Terminology

Accelerator Data – Data produced by the accelerator systems related to the production, extraction and delivery of beam to the experiments.

Beam Data – Data produced by the accelerator system related to the characteristics of the beam delivered to the experiments.

Detector Data – Experiment specific data representing particle hits or other measured quantities in the experiment’s detectors systems.

Data Acquisition System (DAQ) – the system that manages and performs the collection of particle hit data from an experiment’s detectors.

Beam Data Logger – The BDEM subsystem that saves the accelerator and beam data in files on local disks at FNAL.

Permanent Storage System (PSS) – A mass file storage solution whose archival properties are to be considered functionally permanent for the duration of the experiment, including both the data taking and data analysis phases.

Temporary storage – Local disk system at detector site for the short-term storage of newly created data files.
1.2 Scope

The BDEM system is responsible for the acquisition and presentation of beam data to the experiments and central databases.   This acquisition and presentation includes:

1. The extraction of accelerator data corresponding to specific accelerator events, from AD maintained systems.

2. The extraction of beam related data from AD maintained systems.

3. The cataloging and recording of essential accelerator and beam data to a central high reliability database.

4. The extraction of meta data………

5. The preparation of data files………..

6. The transfer………..

7. The processing of……….

8. The reporting of faults, errors or other failures to logging facilities, the DAQ system and human operators.

9. The reporting of faults, errors or other failures to each experiment that has requested notification of these events.

The BDEM does not perform experiment specific corrections to the extracted the data, or does the BDEM……

The BDEM does not serve as a general system for…..

The FTS plays no direct role in communicating the……
1.3 Rationale

For modern Intensity Frontier experiments…..

Explain why we need it here and why we have our requirements
1.4 Actors

Data Logger  - see Sec. 1.1
Permanent Storage System  - see Sec. 1.1
Data File Database – see Sec 1.1.

DAQ Experts – Individuals who have designed, built or maintain DAQ systems and have a level of expertise  with the acquisition chain that allow them to provide modify and debug the systems.

Shift Operators – Individuals who are responsible for normal daily operation of the experiment and who will typically be interacting with the experiment from an approved control room facility

Experiment personnel – Individuals who are collaborators on an experiment or contracted with an experiment to perform tasks related to the experiment.  This is the most general classification of personnel and includes other more restrictive classifications such as shift operators, DAQ experts and run coordinators.

Run Control Systems – The central parent system that controls the DAQ acquisition subsystems and is responsible for starting and stopping data runs.

Messaging System – The DAQ subsystem which is responsible for passing communications between components of the acquisition system and associated systems.

Message Logging System – The DAQ subsystem which is responsible for the logging of certain classes of communications from or between systems.  The logging system is designed to provide a persistent record of the states of the system, their warnings, errors and other information that is required for the operation of the DAQ.

1.5 Major Inputs and Outputs

Inputs: The BDEM will receive major input in the following forms:

1. Completed…..

2. Incomplete……..

3. Log files written to non-volatile storage.

4. Messages published across the messaging system announcing the completion of data files…

5. Messages published across the messaging system announcing error states….

6. Messages published across the messaging system announcing state changes ….

Outputs: The BDEM will produce major outputs in the following forms:

1. Accelerator data formatted into…..

2. Messages announcing errors…..

3. Etc….

4. Messages published through the NOvA messaging system that contain information on state changes, faults or other errors in the FTS.
1.6 Overview

Describe what the system really needs to do in terms of a flow of logical steps.

See the File Transfer document for an example of this narrative.

2 Functional Requirements (Use Cases)
This section lists the use cases that span the functionality that is desired from BDEM.  Where appropriate use cases may reference in their details operations that are encapsulated in other use cases described in this document.
2.1 Extract Beam Data from IRM

The BDEM will have a method of extracting accelerator information from a internet relay monitor station.  This extraction functionality is triggered continuously by the running accelerator system. 

	Task
	Retrieve information from a IRM

	Goal
	Retrieve beam related information from an AD IRM and load it into the BDEM system.

	Actors
	IRM/ BDEM / Messaging System

	Trigger
	Continuous readout and buffering while accelerator is running

	Preconditions
	IRM is programmed, BDEM is running, Messaging System is running

	Post-conditions
	BDEM has a data block from an IRM readout and stored within the BDEM system for further processing

	Description
	1) BDEM connects to an IRM

2) BDEM readouts the information stored in the IRM

3) BDEM verifies the received data

4) BDEM disconnects from the IRM

	Nonstandard Flow
	Resource IRM not located: BDEM logs fault condition via the message logging system.  BDEM alerts experimenter systems that are subscribed to the IRM data.  BDEM alerts Shift Operators or DAQ Experts via email or similar system.  BDEM adds resource to a pool of “missing/pending” resources.

Message not Delivered: No action taken.

	Comments
	


2.2 Presentation of data to….

The BDEM will have a method of presenting beam data to experiments that require the information.  The data will be presented in a format……

	Task
	Present beam data to a client

	Goal
	Transmit data to a client for further processing

	Actors
	BDEM / Client Application

	Trigger
	Client initiated request

	Preconditions
	BDEM running, BDEM has data cached/available

	Post-conditions
	Client has a copy of the data

	Description
	1) Client connects to the BDEM system

2) Client requests a data item or collection of items

3) BDEM presents/transmits the data to the client

4) Client verifies reception of the data

5) Client disconnects from BDEM

	Nonstandard Flow
	Maximum number of connections reached: BDEM refuses connection from client and issues a warning message.

Client request for data is invalid: BDEM responds to client with invalid requests.

Requested data no longer available: BDEM responds to client with data expired error. 

Transmitted data not verified received: BDEM retransmits the data.

Connection closed by client:  BDEM cleans up pending data requests and returns to default listen state.

	Comments
	The Client server model is designed to permit….


3 Non-Functional Requirements


3.1 Performance Requirements

The following performance requirements must be met by the File Transfer System.
	ID
	Requirement

	P00
	BDEM will only allow authenticated system experts to submit concatenation and copy lists.

	P01
	BDEM must be able to query XXX beam systems/second over existing network infrastructure

	P02
	BDEM must be able to support a minimum of XX simultaneous clients

	P03
	BDEM must be able to operate with a uptime of 99.XX% and an 8x5 operational support schedule.


3.2 External Constraints

The following general requirements must be supported by the FTS system.

	ID
	Requirement

	E00
	FTS must be compatible with the operational requirements of the Fermilab Accelerator Division ACNET systems.

	E01
	FTS must be compatible with the operational requirements of the Fermilab Accelerator Division…..

	E02
	FTS must be compatible with Fermilab computing policies

	E03
	FTS must be compatible with Fermilab network security policies
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