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1 Introduction

This document provides the requirements for the DAQ File Transfer System (FTS). The FTS is a software component of the NOA data acquisition system.  

The File Transfer System is responsible for managing and processing the data files created by the data acquisition system.  These files are created on storage that is local to a given detector site and may be geographically distant from other components of the DAQ acquisition, storage or processing systems.  Management and processing of the data includes tasks related to the indexing and cataloging of the data, associated meta data, and other parameters required for analysis of the data, as well as performing copy and migration of the data to alternate resources and sites to provide redundant access, caching and archiving of the data to permanent mass storage solutions.
1.1 Terminology

Detector Data – Data representing particle hits in the NOvA detectors or other measured quantities in the NOvA detector systems.

Detector Control System (DCS) – the system that controls and monitors detector operation parameters, such as High Voltage and temperature.

Data Acquisition System (DAQ) – the system that manages and performs the collection of particle hit data from the NOvA detectors.

DataLogger – DAQ subsystem that saves desired detector data in files on the local disks at the detector sites.

Permanent Storage System (PSS) – A mass file storage solution whose archival properties are to be considered functionally permanent for the duration of the NOvA experiment, including both the data taking and data analysis phases.

Data File Database – the database recording status of data files created by DAQ.  This is for convenient access to the status of files, but is not to be relied on for critical decisions such as file deletion.

Temporary storage – Local disk system at detector site for the short-term storage of newly created data files.
1.2 Scope

The FTS is responsible for the management of detector data files produced by the Data Acquisition system.   This management includes:

1. The cataloging of the data files into centralized data bases.

2. The extraction of meta data associated with data files and the cataloging of the meta data in centralized data bases.

3. The preparation of data files or collections of data files for transfer or replication to storage resources.

4. The transfer, replication or migration of data files between storage resources.

5. The verification of data transfer, replication or migration operations and the recording of data integrity check results to logging facilities.

6. The removal of data files from local or temporary storage resources when appropriate.

7. The reporting of faults, errors or other failures to logging facilities, the DAQ system and human operators.

The FTS does not log or retrieve Detector Control System data, nor does the FTS serve as a system for logging DCS meta data. 

The FTS does not serve as a general system for retrieval of data from mass storage except, as required by the FTS itself for the purpose of fulfilling its data integrity verification role.

The FTS plays no direct role in communicating the availability of local disk space to specific DAQ sub-system (e.g. the Data Logger or buffer node event builder) but can publish fault conditions to a DAQ message logging facility or central control facility.
1.3 Rationale

Physics data, calibration data and log files are produced by the Data Acquisition System and are continuously written in real-time to files on disk storage that are local to the detector sites, by the Data Logger subsystem.  These files will require duplication and archiving on different storage systems.  These files will also require management and cataloging to permit processing and analysis of the data at a later time.

The design of the NOvA experiment involves a Far Detector site that is connected to FNAL computing facilities via a high speed network.  This topology will necessitate that remote destinations be supported for the replication of files, or that file be transferred from one site to the other by some method.

The design of the experiment allows for and expects connectivity between the far detector site and the FNAL computing facilities to experience disruptions. Interruption of connectivity to the far site may last many days, and all local storage has been sized with attention to this requirement.

The complexity involved in moving files between sites and to different types of media place requirements on our file transfer operations to support the bundling of files together to meet the operational requirements of the different storage solutions, as well as to optimize certain times of file transfers, as well as for later retrieval of the data.

Due to the irreplaceably of the raw DAQ data readout, calibration files and log files, all file transfer, duplication and archiving activities are required to extremely paranoid in their verification of the operations and of the files that are produced to ensure that at no point is the data corrupted or compromised.  The system must also ensure that a full audit trail is available to permit tracing the history of each file back to its origin.

Due to the topology of the experiment, we anticipate that multiple instances certain components of the file transfer system may be run at each site that generates, handles or processes NOvA data files.
1.4 Actors

Data Logger  - see Sec. 1.1
Permanent Storage System  - see Sec. 1.1
Data File Database – see Sec 1.1.

DAQ Experts – Individuals who have designed, built or maintain DAQ systems and have a level of expertise  with the acquisition chain that allow them to provide modify and debug the systems.

Shift Operators – Individuals who are responsible for normal daily operation of the experiment and who will typically be interacting with the experiment from an approved control room facility

NOvA personnel – Individuals who are NOvA collaborators or contracted with the NOvA experiment to perform tasks related to the experiment.  This is the most general classification of personnel and includes other more restrictive classifications such as shift operators, DAQ experts and run coordinators.

Run Control – The central parent system that controls the DAQ acquisition subsystems and is responsible for starting and stopping data runs.

Messaging System – The DAQ subsystem which is responsible for passing communications between components of the acquisition system and associated systems.

Message Logging System – The DAQ subsystem which is responsible for the logging of certain classes of communications from or between systems.  The logging system is designed to provide a persistent record of the states of the system, their warnings, errors and other information that is required for the operation of the DAQ.

1.5 Major Inputs and Outputs

Inputs: The FTS will receive major input in the following forms:

1. Completed data files written to non-volatile storage.

2. Incomplete (incorrectly closed) data files written to non-volatile storage.

3. Log files written to non-volatile storage.

4. Messages published across the NOvA messaging system announcing the completion of data files.

5. Messages published across the NOvA messaging system announcing error states.

6. Messages published across the NOvA messaging system announcing state changes in the data taking system.

Outputs: The FTS will produce major outputs in the following forms:

1. Copies of individual data files.

2. Collections of data files packaged in a manner consistent with the intended tasks (i.e. simple concatenations, compressed bundles, tape archives, etc…)

3. Meta data records appropriate for insertion into a database or searchable index.

4. Records of actions taken on files, appropriate for inclusion in logging histories, searchable indices or databases. 

5. File integrity information and signatures (i.e. checksums, hashes, etc…) sufficient to detect single bit errors that may arise in copy, transfer or retrieval actions.

6. Messages published through the NOvA messaging system that contain information on state changes, faults or other errors in the FTS.
1.6 Overview

The FTS under normal operation will check for and copy data and log files which are no longer being processed by the DAQ system from the locations where the files were created to other storage locations or media for further processing, analysis or archival storage.

The FTS will organize the data files that are being copied, archived or migrated and may as part of this organizational process create bundles of files through concatenation and compressions algorithms that make the transfer operations more efficient or may be required to allow the data files to match physical limitations of hardware systems.

The FTS will extract meta data from each data file or collection of files which will be formatted into records which can utilized at a later time to locate files that match specified criteria.

The FTS will then verify all copy and migration operations to ensure that data is not corrupted as recorded at the storage destination. The system will produce and store to a database or indexing system information sufficient to perform re-verification of the data integrity at any later date.

If the duplication stage of a requested operation is successful and verified, the FTS will removed the original copies of the data or log files from their source destination to free space for continued operation of the DAQ systems.

In the final stage the FTS will then update index and database records with the meta data records that were extracted from the data files, as well as with the results of its transfer operations, and any other data that will be required to efficiently retrieve the data files at a later time.  Any errors encountered by the FTS will be logged and appropriate messages published to the DAQ system.  

2 Functional Requirements (Use Cases)
This section lists the use cases that span the functionality that is desired from FTS.  Where appropriate use cases may reference in their details operations that are encapsulated in other use cases described in this document.
2.1 Locate new files for operations via message alert

The FTS will have a method of adding a file or group of files to its pool of resources that are available for transfer operations. This functionality is accessed through a message passed to the FTS and the resource are declared directly to the system (i.e. there is no required search/discovery.)

	Task
	Add resources to pool

	Goal
	Build list of files available for transfer operations

	Actors
	File Transfer System / Messaging System

	Trigger
	A data or log file is released from DAQ control

	Preconditions
	FTS is running, Messaging System is running

	Post-conditions
	FTS has added designated resources to its pool of available resources

	Description
	1) Message is sent from external sub-system upon trigger condition
2) FTS received message and decodes resource locator  

3) FTS verifies resource location and adds resource to pool

	Nonstandard Flow
	Resource not located: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.  FTS adds resource to a pool of “missing/pending” resources.

Message not Delivered: No action taken.

	Comments
	The alert system is designed to minimize the frequency at which the FTS needs to resort to other means to locate files for transfer, and allows for files in non-standard areas to be added to the queue of data to be moved (i.e. in the case where special runs or calibration sets may be taken which should be transferred to storage but are not produced in a “standard” directory that is routinely searched for new files. 


2.2 Locate new files for operations via direct search

The FTS will have a method of adding a file or group of files to its pool of resources that are available for transfer operations through a direct search of standard source directories on the DAQ machines.

	Task
	Add resources to pool

	Goal
	Build list of files available for transfer operations

	Actors
	File Transfer System / Local file system

	Trigger
	Periodic, fixed frequency (configurable)

	Preconditions
	FTS is running

	Post-conditions
	FTS has added detected resources to its pool of available resources

	Description
	1) FTS begins a search of the source directories for files or groups of files that are new, not in use by the DAQ system, and not already in the pool of available files.
2) FTS locates files matching the specified criteria for being “new” and verifies unlocked state.  

3) FTS adds the resources to the pools of files that are available for file transfer operations

	Nonstandard Flow
	Unable to search standard locations: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

	Comments
	The direct search system is designed to allow for the FTS to add files to its list that did not or could not have an associated message alert. (see prior use case) and to allow for the FTS to support the functionality of a “drop box” system where files can be to a know location and automatically pushed into the transfer chain.


2.3 Extract/Create Meta Data records

The FTS will have a method of extracting meta data from a combination of the data files and host file system and input from auxiliary programs in order to create detailed records that can be written to a database or indexing system.

	Task
	Examine files for meta data

	Goal
	Create meta data records

	Actors
	File Transfer System / Local file system

	Trigger
	New data is available

	Preconditions
	FTS is running

	Post-conditions
	FTS creates a meta-data record in a defined format

	Description
	1) Reads in information from the data file and decodes information as required to create the specified meta data records.

2) FTS quererys the file system for additional information that is required to produce the meta data record.

3) FTS formats the meta data record 

	Nonstandard Flow
	Unable open file for read: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to decode meta data: FTS logs fault condition via the message logging system.  FTS logs the file as being corrupt in its databases.  The file is moved to designated sandbox for repair.

	Comments
	Once the meta data is extracted and a record is constructed, it should be stored in some manner for later use and recording.


2.4 Record Meta Data records

The FTS will have a method of recording meta data records to an index or database, which can be subsequently searched or queries. 

	Task
	Record Meta Data

	Goal
	Write meta data information to searchable source

	Actors
	File Transfer System / Searchable destination

	Trigger
	Meta data is extracted from a new file

	Preconditions
	FTS is running, Destination is available, Authentication is established.

	Post-conditions
	Destination is updated, record is acknowledged/verified as recorded.

	Description
	1) FTS verifies an open connection to the database or index

2) If no connection is open, the FTS opens/establishes/authenticates a connection with the database or index.

3) FTS writes the data to the destination 

4) FTS verifies the write was sucessful

5) FTS closes the connection (if requested)

	Nonstandard Flow
	Unable open connection: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to write to destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Write to destination fails (corrupt data):  FTS logs the fault condition via the message logging system.  FTS retries the operation up to a maximum number of times.

Maximum Retries Reached on Record Write:  FTS logs the fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

	Comments
	For efficiency, we permit the FTS to leave a connection to the meta data database open, to reduce overhead on repeated record writes.


2.5 Copy Data file to local Destination

The FTS will have a method of performing a full copy operation on a data file to produce a duplicate copy of the entire data file to a storage location that appears local to the environment that the FTS runs on.

	Task
	Copy data file

	Goal
	Produce a duplicate copy of the data

	Actors
	File Transfer System / Local File System

	Trigger
	Copy operation request

	Preconditions
	FTS is running, Space is available on the destination file system

	Post-conditions
	File exists in the destination.  Verification of the copy is recorded.

	Description
	1) FTS opens/locks the source file for reading

2) FTS verifies space is available on the destination

3) FTS duplicates the file to the destination

4) FTS verifies that the source and destination files are identical

5)  FTS write verification signatures and records the final state of the operation.

6) FTS closes/unlocks the source file

	Nonstandard Flow
	Unable open source file: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to write to destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Write to destination fails (corrupt data):  FTS logs the fault condition via the message logging system.  FTS retries the operation up to a maximum number of times.

Maximum Retries Reached on Record Write:  FTS logs the fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

	Comments
	-


2.6 Create Reference to Data file at local Destination

The FTS will have a method of performing a shallow copy operation on a data file to produce a reference to a data file at a given location on a file system, without actually performing a full duplication of the file.  This functionally is required for performing certain types of backup/verification operations in an efficient manner and to ensure certain types of general locking algorithms.

	Task
	Create reference to file

	Goal
	Produce an addressable handle to a file at a file system location

	Actors
	File Transfer System / Local File System

	Trigger
	Link/Reference operation request

	Preconditions
	FTS is running, Destination is accessible

	Post-conditions
	Handle/Reference created at destination

	Description
	1) FTS accesses file system to obtain file information

2) FTS creates reference/link to source file at destination

	Nonstandard Flow
	Unable to access source file: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to link to destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

	Comments
	-


2.7 Move File to local Destination

The FTS will have a method of moving a file from one location on a local file system volume to a different location on the local file system.

	Task
	Move a file

	Goal
	Relocate a file to a different position

	Actors
	File Transfer System / Local File System

	Trigger
	Move operation request

	Preconditions
	FTS is running, Destination is available and has available resources

	Post-conditions
	File exists at destination
File no longer exists at original source location

	Description
	1) FTS opens/locks file for read/write access

2) FTS creates temporary reference to source file

3) FTS relocates primary file handle to destination

4) FTS verifies relocated file against original file reference
5) FTS removes temporary references

6) FTS releases locks

	Nonstandard Flow
	Unable to access source file: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to relocate to destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Relocated file does not match source:  FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts.  Restore original file location.  Retry move operation sequences

Maximum number retries reach on file relocation: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts.  FTS restores state of all source files.

	Comments
	File relocation implementations can vary depending on source and destination file systems.  Some relocations mechanisms do not require a deep copy operation of the data, other will require a deep copy operation.  Due to this uncertainty, the FTS should always act in a paranoid “safe” relocation mode where data is always verified.


2.8 Copy File to Remote Destination

The FTS will have a method of duplicating a file from a local location to a remote (non-local filesystem) location.

	Task
	Copy a file

	Goal
	Copy a file to a remote file system location

	Actors
	File Transfer System / Local File System / Remote File System

	Trigger
	Copy operation request

	Preconditions
	FTS is running, Connectivity to Remote location, Remote Destination has available resources

	Post-conditions
	File exists at destination

	Description
	1) FTS opens/locks file for read access

2) FTS verifies/opens connection to remote resource.

3) FTS copies file data to remote resource.

4) FTS verifies data at remote resource

5) FTS logs transfer

6) FTS closes connection to remote resource (optional)

7) FTS releases locks

	Nonstandard Flow
	Unable to access source file: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to open connection to destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to write to  destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Copied file does not match source:  FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts.  Retry copy operation sequences

Maximum number retries reach on file copy: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts.

	Comments
	For efficiency the FTS is allowed to leave a connection to the remote resource open to optimize the transfer or multiple files.


2.9 Relocate File to Remote Destination

The FTS will have a method of relocating a file from a local file system location to a remote (non-local file system) location.  This operation is effectively equivalent to a copy to a remote resource followed by a removal of the local copy of the file, but should employ paranoid error and data integrity checking.

	Task
	Move a file

	Goal
	Move a file to a remote file system location

	Actors
	File Transfer System / Local File System / Remote File System

	Trigger
	Move operation request

	Preconditions
	FTS is running, Connectivity to Remote location, Remote Destination has available resources

	Post-conditions
	File exists at destination
File no longer exists at origin

	Description
	1) FTS opens/locks file for read access
2) FTS verifies/opens connection to remote resource.

3) FTS copies file data to remote resource.

4) FTS verifies data at remote resource

5) FTS logs transfer

6) FTS closes connection to remote resource (optional)

7) FTS schedules source file for deletion 

8) FTS releases locks

	Nonstandard Flow
	Unable to access source file: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to open connection to destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to write to  destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Copied file does not match source:  FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts.  Retry copy operation sequences

Maximum number retries reach on file copy: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts.

	Comments
	For efficiency the FTS is allowed to leave a connection to the remote resource open to optimize the transfer or multiple files.

For data integrity, the FTS does not directly remove a file from the local disk, but instead schedules the file for deletion.  The deletion of a raw data file is separated out to prevent resource contention and simplify locking schemes.


2.10 Build List of Files to Bundle

FTS will have an algorithm for bundling files below a size threshold into    concatenations, archives or similar bundles to match the requirements and efficient use of PSS.
	Task
	Build Bundling List.

	Goal
	Build a list specifying which files on disk should be bundled together.

	Actors
	File Transfer System / Data File Database / Messaging System

	Trigger
	Recurring Internal timer of FTS, startup of FTS, or command initiated by system expert.

	Preconditions
	FTS is running, Data File Database and local disk system is visible.

	Post-conditions
	FTS has produced a list specifying which local files are to be concatenated into which output files.

	Description
	1) FTS examines available files awaiting transfer to PSS and determines candidate files for bundling operations.

2) FTS determines groupings of files which satistfy the requirements of PSS according to a pre-defined algorithm. 

3) FTS produces lists of the determined bundles.



	Nonstandard Flow
	Unable to access input file system: FTS alerts Run Control via the message logging system.  FTS alerts system experts via email or similar system.

	Comments
	It is possible that not all files falling below the size threshold will be included in a file bundle the first time they are seen by the FTS.  The algorithm that optimizes the files bundles should however favor those files which have been present on disk the longest.  


2.11 Build File Bundles.

	Task
	Concatenate Files.

	Goal
	Concatenate small files into bigger ones.

	Actors
	File Transfer System / Data File Database / Messaging System

	Trigger
	Successful compilation or reception of concatenation list.

	Preconditions
	FTS is running, Data File Database and local disk system is visible.

	Post-conditions
	FTS has produced output files that are the concatenations of some fraction of files in its concatenation list.

	Description
	1) FTS concatenates the files.  
2) FTS verifies that no data from the input files is missing from the input files.  

3) FTS notifies Data File Database of successfully concatenated input files and the resulting output files.

	Nonstandard Flow
	Local disk system is not visible: FTS alerts Run Control via the message logging system.  FTS alerts system experts via email or similar system.  FTS enters waiting state.

Data File Database not accessible: FTS alerts Run Control and system experts.  FTS enters waiting state.

	Comments
	It is possible that some files below the threshold will not be concatenated on any given cycle.  

	
	


2.12 Check Availability of Permanent Storage

	Task
	Check availability of permanent storage

	Goal
	Determine whether permanent storage is accessible.

	Actors
	FTS, Permanent Storage System.

	Trigger
	FTS is started,  FTS has list of files to transfer to Permanent Storage, or command issued by System Expert.

	Preconditions
	FTS is running.

	Post-conditions
	FTS has determined availability of Permanent Storage.

	Description
	1) FTS determines status of permanent storage.  

2) FTS is ready to transfer files.

	Nonstandard Flow
	FTS receives no response, or error response from permanent storage system indicating not able to receive data files: FTS sends warning via message logging system to Run Control and to experts.  FTS enters waiting state.

	Comments
	


2.13 Write File to Permanent Storage

The FTS will have a method of staging a file, or collection of files for write to permanent storage medium (e.g. tape robot) from a local file system.  The system will also verify completion of the write and verify the  and initiate the write to the storage

	Task
	Record a file to permanent storage

	Goal
	Write a file to a permanent medium

	Actors
	File Transfer System / Local File System / Permanent Storage System

	Trigger
	Archive to Permanent Storage request

	Preconditions
	FTS is running, Staging Space Available, Connection to Storage System Active

	Post-conditions
	File is archived to permanent storage

	Description
	1) FTS opens/locks file group for read access
2) FTS verifies availability of permanent storage system

3) FTS copies file group to staging area

4) FTS verifies the copy of the data in the staging area

5) FTS initiates write to storage

6) FTS verifies write to storage 

7) FTS releases locks

	Nonstandard Flow
	Unable to access source file: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to open connection to destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Unable to write to destination: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts via email or similar system.

Archive file does not match source:  FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts.  Retry copy operation sequences

Maximum number retries reach on file copy: FTS logs fault condition via the message logging system.  FTS alerts Shift Operators or DAQ Experts.

	Comments
	For efficiency the FTS is allowed to leave a connection to the remote resource open to optimize the transfer or multiple files.

For data integrity, the FTS does not directly remove a file from the local disk, but instead schedules the file for deletion.  The deletion of a raw data file is separated out to prevent resource contention and simplify locking schemes.


2.14 Verify Closure of Permanent Storage device

Many permanent storage systems will close and lock the physical media when the media becomes full.  Data cannot be considered safely “archived” until this process has occurred. (i.e. a file can be successfully written to and verified from a tape device, but on a subsequent access to the device the tape could physically fail, resulting the loss of all file written to that specific tape) The FTS must have a means of determining whether the medium to which a file has been written is successfully closed to ensure archival quality of the data.
	Task
	Verify Permanent Storage Medium closed

	Goal
	Verify that the medium is closed (safe)

	Actors
	FTS/Permanent Storage System/Data File Database

	Trigger
	Requested for query, 

	Preconditions
	FTS is running, permanent storage is accessible.

	Post-conditions
	None

	Description
	1) FTS retrieves PSS media identifier from Data File Database  

2) FTS queries PSS for status of media

3) FTS reports status

	Nonstandard Flow
	Unable to retrieve Media ID: FTS returns failure.  FTS logs condition to message logging facility.

Unable to query PSS: FTS returns failure.  FTS logs condition to message logging facility.

	Comments
	Physical storage media are always considered unsafe until fully verified and duplicated and closed.


2.15 Schedule File for Deletion

	Task
	Queue Files for Deletion

	Goal
	Prepare a file to permit it to be removed from a disk

	Actors
	FTS/Messaging System/Message Logging System

	Trigger
	File is verified as having been correctly processed and no longer required on local disk

	Preconditions
	File must exist on archival storage

	Post-conditions
	File is moved to deletion queue.  File Management tables change the state of the file

	Description
	1) FTS obtains an access lock on the file

2) FTS checks that the file satisfies all criteria to allow release from local storage

3) FTS performs any required relocation of the file

4) FTS updates file management tables

5) FTS marks the file for deletion

6) FTS releases locks on the file

	Nonstandard Flow
	File not available for deletion: FTS cowardly refuses to proceed.  FTS logs the condition that prevents the file status from being changed to the message logging facility.

Unable to relocate file: FTS refuses to proceed.  FTS logs the error to the message logging facility.

Unable to update file management tables: FTS restores all file information to pre-deletion request state.  FTS logs the error to the message logging facility.

	Comments
	


2.16 Remove File from local storage

	Task
	Delete files

	Goal
	Safely delete files from local storage volumes.

	Actors
	FTS/Messaging System

	Trigger
	Periodic (scheduled), On demand (user initiated)

	Preconditions
	Files exists on local disk with scheduled deletion queue

	Post-conditions
	Files are removed from local storage

	Description
	1) FTS obtains lock on file

2) FTS checks that the file is scheduled for deletion

3) FTS updates file management tables
4) FTS deletes the file

	Nonstandard Flow
	File not marked for deletion: FTS refuses to proceed.  FTS logs the condition to the message logging facility.

Unable to delete file: FTS refuses to proceed.  FTS logs the error to the message logging facility.

Unable to update file management tables: FTS refuses to proceed.  FTS logs the error to the message logging facility.

	Comments
	


2.17 Receive Users Specified Bundling List
The FTS can receive and process a list of files for bundling which is specified by a System Expert, which will override any algorithmically determined file bundles.

	Task
	Expert Specifies Bundle List

	Goal
	FTS receives a Bundle list from the System Expert

	Actors
	FTS, System Expert

	Trigger
	System Expert issues command for FTS to accept list from an entry source to be specified.

	Preconditions
	FTS is running, System Expert is authenticated.

	Post-conditions
	FTS has concatenation list.

	Description
	1) System Expert issues command to FTS to input concatenation list.

2) FTS loads bundle list.

	Nonstandard Flow
	Concatenation list not found: FTS issues error message via message logging system.

	Comments
	


2.18 Receive User Specified Copy List
If desired, the System Expert can input a list specifying files to copy to PSS.  
	Task
	Expert Specifies Copy List

	Goal
	FTS receives a copy list from the System Expert

	Actors
	FTS, System Expert

	Trigger
	System Expert issues command for FTS to accept copy list from an entry source to be specified.

	Preconditions
	FTS is running, System Expert is authenticated.

	Post-conditions
	FTS has copy list.

	Description
	1) System Expert issues command to FTS to input list of files to copy to PSS.

2) FTS inputs concatenation list.

	Nonstandard Flow
	Copy list not found: FTS issues error message via message logging system.

	Comments
	


2.19 Audit files transferred to Permanent Storage System.

	Task
	Obtain and process lists of files transferred to PSS

	Goal
	Obtain lists of files transferred to PSS and perform system wide audit to verify the state of all files on the current system

	Actors
	File Transfer System/Data File Database/Messaging System/PSS

	Trigger
	Expert User initiated.

	Preconditions
	FTS is running, Data File Database accessible, local disk system is visible, PSS is available.

	Post-conditions
	Audit Reporting information is generated

	Description
	1) FTS queries the File Database for list of files transferred to PSS.

2) FTS queries PSS for list of files recorded to PSS

3) FTS queries local file system for files  present on disk

4) FTS compares database, PSS and local file system file information

5) FTS generates audit report 

	Nonstandard Flow
	Resource not Available: FTS logs the error to the message logging system.

	Comments
	The auditing functionality is intended to be an extremely rare activity that is used verify the integrity of the system.  This use case is intended to be invoked only when required to recover the state of the system from first principles.


3 Non-Functional Requirements


3.1 Performance Requirements

The following performance requirements must be met by the File Transfer System.
	ID
	Requirement

	P00
	FTS will only allow authenticated system experts to submit concatenation and copy lists.

	P01
	FTS must be able to support maximum transfer rates of 4.7TB/day between remote sites over a 1Gb/s Ethernet WAN.

	P02
	FTS must be able to support management of a minimum of 2880 “new” files awaiting transfer/duplication (corresponding to 30 days of data taking at the remote site)

	P03
	FTS must consume no more than 10% of the total system resources (CPU, system memory, temporary disk space) of the machine on which it runs.

	P04
	FTS must be capable of tolerating up to a 30 day disruption of primary network connectivity

	P05
	FTS must be capable of serving the production needs of the experiment with an 8x5 operational support schedule. 


3.2 External Constraints

The following general requirements must be supported by the FTS system.

	ID
	Requirement

	E00
	FTS must be compatible with the operational requirements of the Fermilab Tape storage system

	E01
	FTS must be compatible with the operational requirements of the Fermilab disk storage systems

	E02
	FTS must be compatible with University of Minnesota computing policies

	E03
	FTS must be compatible with Fermilab network security policies
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