Management of idle virtual machine instances in FermiCloud
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The purpose of this project is to manage virtual machine instances that have become idle to allow for the reuse of hardware resources. Data is collected by a daemon running on the virtual machine. The data is pushed inter-process to a named pipe on the host machine. This data is collected by the Information Manager scheduled task run by OpenNebula. A service is run that collects the idle data and analyses it according to flexible rules. If a rule evaluates to true an action such as suspend is taken on the virtual machine. A web application is also provided for the monitoring of the state of the service and to edit the rules.
Virtual Machine Monitoring
There are two components necessary for monitoring the virtual machines. The first is the idle detection code itself. And the second is a set of modifications to OpenNebula that allow for collection of the data.
Idle detection process
VM images will have to be modified to have idle process packages installed.

Installation instructions for the idle detection software can be found at https://cdcvs.fnal.gov/redmine/projects/fermicloud-idle-vm-detection/wiki.

The LOG field in the config file of the installation directs output to /dev/ttyS0. The output of /dev/ttyS0 is redirected to a named pipe on the VM host machine.

The idle detection software is configured to run as a service on startup.
Modifications to OpenNebula
KVM provides the ability to communicate between the host and guest virtual machines. This feature is used to push data from the idle detection process onto the KVM host. Modifications have been made to the OpenNebula deploy, save, and resume scripts. The modifications provide the management of the name pipes and the addition of the parameters necessary for KVM to create the serial device on the virtual machine. The serial port will be /dev/ttyS0 on the virtual machine. The named pipe will be /tmp/vm_serial/one<$VMID>.out on the host. The project for these changes can be found in Redmine at https://cdcvs.fnal.gov/redmine/projects/vmm-kvm-sriov-idle. 

The OpenNebula Information Manager provides scheduled monitoring on the hosts. The IM script consolidates the data by reading all of the named pipes present on the host. This data is then structured into the IDLE parameter for the host template. It is accessible by the XMLRPC API. The script is in puppet at /trunk/modules/one/files/opt/one32/var/remotes/im/kvm.d/idle.sh.
VM Instance Management
There are two components to the management application, which is written in Python using the Django framework. The first is the suspension service that gathers the data from OpenNebula and places it into a shared database. This service also processes the rules to determine if an action such as suspend should be applied to the virtual machine. The second component is the web application. This is used to display the current state of the service and to edit the rules.
Suspension service
The suspension service is configured to run by cron every 5 minutes. The command to run the service in production or pre-production is manage.py suspend_service –settings=suspend_service.settings. Two environment variables must be present for the service to run. ONE_XMLRPC will contain the URL to the XMLRPC server. ONE_AUTH will contain the path to the secret key necessary to communicate with the XMLRPC server. 

The suspend_service process collects data about the running hosts and virtual machines. Some logic is applied to look for error conditions that are then logged to the database. Lastly, the rules contained in the database are processed. 

Each rule has an expression, an action, and a list of virtual machines associated. If the rule expression evaluates to true, then the action is sent to OpenNebula for the virtual machine. 

Rule expressions can be made using any of the fields that are associated with the virtual machine in the database. The current time and some datetime modules are also available to the rule for creating expressions.
Web interface
The web interface displays the current state of the hosts and virtual machines that are being monitored, error messages created during process, a history of the actions taken on virtual machines, and the collection of rules.

Error messages are not duplicated, only their modification timestamp is updated. They can be edited to clear any errors. In this way you can clear an error if you have solved the underlying cause, and then know if it appears again.

The rules can also be edited. The name of the rule, the expression that is evaluated, and the action to be taken can be modified.

[bookmark: _GoBack]The web application will be integrated into the Apache service in the production and pre-production environments. Users will be prompted for their x509 certificate by the browser. If the user has not already been added to the list of allowed users, a new entry will be made in the database, but set to inactive. Inactive users will not be allowed to use the application. An administrator will have to use the admin console at https://<host>:8443/admin/ to edit the new user by checking the Active field and saving the record.
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