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[bookmark: _Toc199995119]Description

This document will provide a detailed plan for the Science Verification (SV) activities for DES.  It is a companion to the DECam Commissioning Plan being maintained by Alistair Walker, which describes activities to take place in the Commissioning period that immediately precedes SV.  
The first section will list tests of data quality, software, and operational readiness that are required for start of DES survey operations, and additional tests or activities that are goals that would give the survey a jump start on bringing the data analysis system (DESDM) into full operation.

Later sections will flow these requirements and goals into a sequence of observations, operations, and analyses that will be done during the SV period.  Some of the activities will fit into the Commissioning period, which is good.  Goal activities are allowed to slip into the Survey period.  Activities listed as required must be completed before the Survey can begin.

A purpose of the document is to specify all the capabilities that must be ready for SV to succeed, to identify the personnel needed, and to plan their provision by the DECam, observatory, DESDM, or Science teams, as appropriate.
[bookmark: _Toc199995120]

Requirements and Goals for SV

The top-level requirement is:
Verify that all systems are functioning at a level that will produce survey-quality data, i.e. pixel data that will not have to be discarded in the final survey analyses. Demonstrate operational readiness at a level sufficient to complete the year 1 survey program.
Note that this does not include verification of any requirements placed on DESDM or QR, except for elements that may be needed to conduct tests of image characteristics, or that may be required for initial survey operations.  
The SV requirements and their associated tests are divided into these categories. [Some of the below will be tested during the Commissioning period; for present purposes we will keep our list of requirements inclusive, and then when allocating SV resources will note those that are planned to be provided by Commissioning activities.]
· Signals & Noise: Survey signals (i.e. magnitude zeropoints) and noise levels (i.e. sky brightness + detector noise) are close to assumptions in DES planning
· Photometry: A photometric calibration model (i.e. flat fields) exists that is stable and accurate, and produces repeatable relative stellar magnitudes to <0.02 mag
· Astrometry: An astrometric calibration model exists that is stable at <100 mas accuracy.
· Image quality: No major degradations of IQ by optical element errors, and operational focus/alignment methods are in place to hold DECam within 50 um [TBC] of best focus across FOV in all exposures.
· Pointing and guiding: pointing and guiding are sufficient to hit desired DECam tilings and not degrade DIQ.
· Anomalies: Normal survey operations / reductions mitigate impact of recurring anomalies (e.g. bad pixels, cosmic rays, scattered light, telescope settling) and appropriately notify observers of extreme anomalies (e.g. CCD failures, loss of guide).
· Operational Readiness: Procedures and personnel defined and in place to allow DES observers to take data efficiently.
· Supernova: Usable templates for all SN fields in place and image subtraction pipeline functional.
The SV agenda will also include observations intended for this primary goal: Begin validation of DM catalog-level products.  This will be a multi-year process, but should begin ASAP.  Furthermore the SV period is when we should take specialized observations that help to assess DM products but would not be part of the normal survey cadence.   Categories for the SV Goal activities are:
· Galaxy photometry & detection: Test accuracy of DESDM galaxy magnitudes and colors, internally and with reference to truth fields of varying source density.  Check detection efficiency.
· Star/Galaxy separation: assess ability to distinguish stars using HST truth fields of varying densities.
· Calibration: Refine models for relative and absolute stellar magnitude calibration (flats, color terms, nightly variations, etc.).
· PSF models: Build model of instrument PSF and refine focus/alignment algorithms and operational procedures.
· Supernova: Assess performance of subtraction pipeline and false-alarm rates, to reach operational performance level.
· Photo-z: Assess photo-z performance in fields of spectroscopic surveys
· Mask: Assess accuracy of DES masks re depth and stellar exclusions
· Observers’ tools: Define changes to observers’ tools (incl. Quick Reduce) to improve operational efficiency during first observing season.
2.1 Detailed List of Requirement
This section provides a detailed list of required activities for the science verification phase.  (Some test observations could be defined as “regression tests” to be repeated periodically during survey to characterize long-term changes).
[GB note: For each of these categories, we want to develop the following structure:
· List of tests that have to be passed (functionality demonstrated or measured quantity that must pass threshold).  This is the first thing we should do.
· List of observations / data necessary to conduct the test
· Software capabilities needed to execute the tests.
· Constraints on timing or conditions]
Signal-to-noise: 
1. Measure grizy zeropoints and confirm that they are within 0.05 mag of expectations [DECam TD-7].
2. Record sky brightness in grizy during nights at different moon phases and confirm distributions as expected [DECam TG-13; ]
3. Confirm DECam read noise when on sky is sufficiently low and stable [DECam TD-12]

Astrometry:
1. Derive an initial astrometric solution for each filter. Update the DECam database to place the derived WCS keywords into FITS headers.
2. Evaluate the need to correct for refraction in particular at large airmass and the edge of the focal plane (this is the Eric Neilsen idea) .
3. Repeated, large-dither observations of a given set of bright stars reproduces their relative sky positions with <100 mas median error.
4. Residuals to astrometric map do not show anomalies (e.g. glowing edges are at size expected, residuals are smooth across each CCD, relative CCD positions remain stable, etc.)
5. Requirement  R-41 here about WCS error Jacobian
Photometry:
1. Some detrending and flat-fielding codes available that can construct and apply flats of various kinds to DES images for photometry tests [DECam TS-1]
2. Repeat observations of a given field must determine relative magnitudes of bright stars in the field with RMS error <0.02 mag.  This must hold with > 1 week gap between observations, and with the stars appearing of different CCDs in each observation (large dithers). [This is essentially a test of whether we can construct a flat field that describes system response to light and remains stable. DECAM TG-12.  DECam TO-8 covers pupil ghosts, TD-10 is QE gradients]
3. Shutter-timing accuracy and detector linearity sufficient to yield linear response of ADUs vs exposure time to ???% for bright stars. [DECam TG-11, TOM-32 TD-1]
4. Magnitude zeropoints in all filters are reproduced to <0.05 mag over the SV period on cloudless nights.
[there is a science requirement about colors stating that g-r etc have to be calibrated to 0.5% - is that something we need to check during SV or is that for later?]
5. Confirm that DECam, when calibrated from PreCam standards, measures magnitudes for SDSS Stripe 82 objects to accuracy of 0.0? mag. [we have a requirement that the i-band magnitude of any source must be calibrated to 0.05%]
6. Ratios of DECal flats at different wavelengths within a filter band have small-scale structure << 1%.
7. Filter position (ir)reproducibility affects photometry to <0.??% [DECam TOM-24]
8. Fringing is small & smooth enough to remove by standard SExtractor sky-subtraction algorithms, or there is a strategy for obtaining sufficient calibration info to remove small-scale fringing structure from images.
9. RASICam images or output are being properly logged. [most likely that will already have been achieved/tested during commissioning]
10. Requirement R-39 on post-sky-subtraction flattening may belong here.
11. Requirement R-41 on single-exposure calibrations.
Image Quality: 
1. Donut images confirm that in-focus wavefront is always within ?? waves of prescription (no large figure or placement errors in primary or corrector) [DECam TO-2, TO-4]
2. A focus/alignment procedure is in place which keeps all parts of the science array within 50 um of best focal plane (do we measure this with donuts, or independent methods??) [DECam TO-6 covers focus change between passbands; TOM-xx gives commandability accuracy]
3. Over image quality threshold (can we set some standard relative to a CTIO seeing monitor?) [what do you mean by “over image quality threshold?]
4. Software monitoring all SV science images (not necessarily real-time) to detect anomalous PSF patterns that are signs of some optical instability.
5. Specific R-20 whisker-length requirement.

Pointing and guiding:
1. Absolute pointing is within DES spec over all portions of sky
2. Guiding errors are not degrading DIQ
3. Slew / settling time is well characterized and shutter-opening is triggered after sufficient settling.
4. Confirm that Image Health will alarm for images with substantial guiding errors.
5. Specific R-20 whisker-length requirement.
Anomalies
1. Map of bad pixels, defects is stable, as seen from dome flats and median sky flats [DECam TD-16]
2. Cosmic-ray rate is within specifications [DECam TG-6]
3. Overscan correction is working w/o anomalies, including fixing jump in some CCDs that share a crate with the focus chips when the 2kx2k chips stop readout/clocking.
4. Behavior at / near bright stars is characterized (esp. the range of CCDs rendered useless by scattered light and crosstalk from bright stars in the field) [DECam TO-9 for ghosts, TD-17 for crosstalk].  OBSTAC is tuned to avoid bright sources as needed.
5. Image Health and/or Quick Reduce recognizes and reports major image anomalies that invalidate an exposure or require immediate corrective action: loss of data on 1 or more amplifiers, meteor/airplane trails that ruin substantial parts of images, dome occulting beam, images badly out of focus, sudden change of sky brightness (e.g. lights on in dome).
Operational readiness: 
1. A nightly DES observing procedure has been established and successfully executed (flats, standards, etc.).
2. The role and duties of the DES run manager have been defined. An observing schedule for the first year of the survey has been established.
3. All potentially necessary calibration images are part of observing procedure (this list can probably be trimmed as experience in calibrating DECam is obtained)
4. OBSTAC selects fields sensibly.
5. DESDM (& other sources) deliver all information needed by OBSTAC in timely fashion.
6. Survey table is filled in accurately (i.e. bad exposures are recognized as such)
7. Operators can run the survey and >??% open-shutter time achieved. [DECam TS-2,3,5,9]
8. All routine observing procedures are documented.  Documentation, user manuals and troubleshooting guides are available.
9. Alarm levels for Image Health and other systems are set so that observers are not overwhelmed with spurious alarms. [DECam TS-6


Supernova:
1. What’s needed here for start of Survey???
2. The survey strategy, i.e. cadence of exposures, dither pattern etc has been defined and implemented in obstac.
2.2  Detailed List of Goals
The following section describes a list of goals we will attempt to achieve during SV. However, failing to complete any of these tests will not delay the start of the surve.

· Observations in Stripe 82 to assess photometric accuracy relative to SDSS.
· Repeated observations of some fields to conduct internal tests of measurement accuracy.
· Take intentionally corrupted images to see if DESDM survives and DES systems identify them as such?
Galaxy Detection & Photometry
1. Repeat observations in different seeing conditions for repeatability of sextractor output.
2. Observations of “truth fields” (HST, various deep fields)
3. Observations at a range of stellar densities – preferably fields with HST imaging – to assess galaxy detection and star/galaxy separation in a range of sky densities.
4. Crowded fields?? 
5. Check of photometry homogeneity and magnitude errors using DESDM catalog outputs, specifically aperture, model and auto magnitudes, and detmodel colors, in particular for galaxies [From Huan’s photo-z]
6. build detection completeness vs S/N plot (photometric field). Could be enhanced separating stars and galaxies. In this case, using the expected counts from well known luminosity functions for specific populations of galaxies could be used.

Star/Galaxy Separation
1. HST fields or other “truth” fields in different stellar densities to test s/g separation & galaxy detection vs density.
2. purity of sample (using spectroscopic field and matched objects) > 99% up to magnitude limit
3. using darks and photometric field, evaluate potential contamination of artifacts passing cuts. Purity > 99% up to magnitude limit
Calibration precision
1. Take repeated large-dither exposure sequences to develop flat-fielding strategy & demonstrate photometric repeatability to ??? mag. 
2. Examine standards data from throughout clear nights, start to decide whether ubercal obviates need for standards at middle of nights.
3. Demonstrate astrometric repeatability to ??? mas using repeated large-dither observations.  Characterize size of and scale dependence of anomalous refraction, necessary components of astrometric model.
[didn’t we use 15 mas in the science requirements document for this?] [Req R-14 is 100 mas precision in coadds]
PSF Modeling
1. Develop PCA model of PSF patterns…
2. Requirement R-20 on PSF model residuals
3. Requirement R-21 on residual color dependence of PSF.

Supernova
1. Observations to test supernova pipeline and to assess false-positive rate, impact of artifacts, etc.
2. Requirement R-42 on SN turnaround time – at least measure it during SV if the pipeline can be made to work.

Mask
1. See R-26 on limiting mag requirement. 
2. Does its depth represent the real depth of the images? Plot SExtractor error in magnitude for objects against residual of magnitude of object-magnitude_limit: should be 0.11 at zero residual.
3. is it accurately mapping the area? Use the polyid function over the catalog and the mask (without star holes): <1% of objects should be marked as not in the mask (careful with noise though).
4. is it correctly marking stars, bad columns?: will need visual inspection for this of a few images with saturating stars, known CCD defects.
Photo-z
1. DESDM coadd catalog of VVDS-Deep 2hr field, to derive photo-z solution using DESDM neural net code (and others) and to check photo-z quality (bias, sigma, outliers, etc.)
2. [From Nacho, can merge with above:] full-depth observations including galaxies with external spectra, at least LRGs, ideally all types.
3. Perform (photo-z challenge) battery of tests (at least for low redshifts). How much statistics we need vs what will be available at first may be first constraint.

Observers’ Tools
[bookmark: _Toc199995121]Tools for Science Verification
Not necessarily in this location but our SV plan needs to include a section describing the (software) tools we need for science verification. We can write some text or include a table similar to what Alistair did in his document. For example:

· Detrending
· Cross talk correction
DM has two algorithms, neither is tested, only one is integrated. Need a set of images with bright sources. Expected to be small (10-4), maybe not needed for SV
· Overscan correction (line by line). It needs to be tested if a bias frame could take this out as well. Should be solved during commissioning.
DM code available. 
· Tools to build master bias and master flat frames. Need to understand DM code(s) and how the best frames are selected and how it deals with outliers (sigma clipping). Tested only on simulated data (and some work by the Munich group using BCS data)
· Star flats and illumination corrections
· Software to build some sort of master frame for fringe corrections (in Y, maybe z)
· Tools to handle cosmic rays, bright stars, hot pixels. Not clear if DM has this. Maybe only in the CP branch.
· Something to make a bad pixel/bad column map
· Astrometry
· DM has a set of tools they call astro-refine. It first determines the average seeing, then runs SExtractor to obtain a catalog that is then fed to scamp to determine the astrometric solution. This code has not been tuned on real data. The SExtractor settings are not optimized.
· Bernstein’s astrometric code including necessary support/glue scripts
· Do we need a tool to mask bright objects, bleed trails and such?
· Photometry
· DM has a tool called PSM (Photometric Standard Module). Need to find out more about its status and what it does.
· Something to determine magnitudes and zero points
· Add what point do we need co-adds? Can we do SV without?
· Image Quality
· Assess PSF across focal plane (e.g. Reina’s tool)
· Code to assess focus and alignment (Roodman?)

[bookmark: _GoBack]Not a complete list, obviously. We should discuss what’s missing (or what doesn’t belong here). Then establish what is needed when and where (on the mountain, at DM or at some institution). Eventually we need to map this to a list of names.
[bookmark: _Toc199995122]Plan for making an SV Plan [this section is more for our internal use and can probably be removed]
Here is a candidate sketch of near-term activities:
1. Go through DES requirements and extract all elements that place requirements on the pixel data (rather than DESDM algorithms), merging these into a set of SV image-quality and operational requirements.
2. Confer with each major science WG about tests they would need that fit into the definitions of SV requirements and goals above.
3. Union of the above is turned into a master list of tests & observations that are needed.
4. Parcel these tests out to SV squad members to be turned into quantitative descriptions of necessary observations and software during commissioning / SV.
5. Determine what resources will be needed during SV (software on mountain, people to do analyses, DESDM products) and identify sources for each, get the key people working.
6. Determine sky locations & conditions of necessary observations and turn them into a definitive schedule for DES SV nights (this will gel later).
[bookmark: _Toc199995123]SV Tests
Each requirement / goal will be covered in this section.  For each one, we describe:
1. What measurement or successful action is required to consider the activity successful.
2. What observations are needed during SV to execute the item, including constraints on the prerequisites, time, pointing, and conditions for the observations.
3. What software or data products are needed on the mountain or via DESDM, on what time scale.
4. Who has responsibility for preparing the software/data
5. Who will have responsibility for carrying out the analysis
6. What will be done in the event of problems or test failures.
[bookmark: _Toc199995124]SV Schedule
Here we will pull together all the SV activities into a single schedule (many of them may have made it onto the Commissioning schedule, but we will keep track of that).

Will also include roll-ups of what is required at what time from DESDM and what capabilities are required on the mountain or in La Serena during SV.


[bookmark: _Toc199995125]Some tables cut from Commissioning plan, to make it easy to use their formats later.

	Task
	Tools
	Action
	Expected Result
	Unsuccessful?
	Time
	Notes

	Community Protocols test
	IRAF, photometry codes, community pipeline
	Deep, dithered field, suitable LG galaxy   (ST 13 hrs at start of night, 24 hrs at end).  Sagittarius field would be a challenge.   NGC 6822 at end of night
	Quantitative evaluation of photometry (preliminary should be with a day or two).  Also tests efficiency, usefulness of observing tools
	There will probably be requests for GUI modifications from tests like this.   

We’ll repeat tests varying the scripts
	3 nights
	We’ll also use some of this time as contingency to catch up on earlier activities if need be.  That’s because if we have to, we can do these tasks in SV

	DES Protocols test
	IRAF, photometry codes, DESDM pipeline, DES analysis codes
	DES will provide  scripts
	Test of the DES protocols
	As above.  
	3 nights
	Ditto










PHASE TWO SCHEDULE
	Phase IIa 

	
Day
	
Day of the week
	
D/N
	Activity
	Conditions

	
	
	
	
DECam
	
Non-DECam
	Seeing < 1.3” req’d?
	Photo-metric req’d
	Need usefui weather? 

	1
	
	D
	Activities 6.1
	Confirm telescope is balanced, slews, tracks
	
	
	

	1
	
	N
	At-zenith tests of focus, hexapod zeros first pass 6.4
	
	Y
	N
	Y

	2
	
	D
	Activities 6.1, 6.2
	
	
	
	

	2
	
	N
	At-zenith tests of focus, hexapod zeros first pass 6.4 
	
	Y
	N
	Y

	3
	
	D
	Activities 6.1
	Install Hartmann Screen
	
	
	

	3
	
	N
	Hartmann Screen Tests 6.4
	
	N
	N
	Y

	4
	
	D
	Activities 6.2
	
	
	
	

	4
	
	N
	Activities 6.3
	
	
	
	N

	5
	
	D
	Activities 6.1, 6.2
	
	
	
	

	5
	
	N
	Activities 6.3
	
	
	
	N

	6
	
	D
	Activities 6.1, 6.2
	
	
	
	

	6
	
	N
	Rough pointing map for TCS, hexapod 6.4
	
	N
	N
	Y

	7
	
	D
	Activities 6.1, 6.2
	Tune TCS 3
	
	
	

	7
	
	N
	Rest of 6.4 activities, donuts from F&A CCDs; 6.6
	
	Y
	N
	Y

	8
	
	D
	Activities 6.1, 6.2
	Tune TCS 3
	
	
	

	8
	
	N
	Donuts from F&A as function of sky position 6.4; 6.6
	
	Y
	N
	Y

	9-11
	
	
	THREE FLOATING DAYS.  Punch list resolution 
	
	
	

	

	PHASE IIb

	1
	
	D
	Activities 6.1, 6.2
	Tune TCS 3
	
	
	

	1
	
	N
	Crosstalk, ghosts, scattered light, pictures 6.6
	
	N
	Y
	Y

	2
	
	D
	Activities 6.1, 6.2
	Tune TCS 3
	
	
	

	2
	
	N
	Guiding tests 6.7
	
	Y
	Y
	Y

	3
	
	D
	Activities 6.1, 6.2
	
	
	
	

	3
	
	N
	More Guiding tests 6.7
	
	N
	N
	Y

	4
	
	D
	Activities 6.1, 6.2
	
	
	
	

	4
	
	N
	Contingency, DECal scans, FF tests
	
	
	
	N

	5
	
	D
	Activities 6.1, 6.2
	
	
	
	

	5
	
	N
	Contingency, DECal scans, FF tests
	
	
	
	N

	6
	
	D
	Activities 6.1, 6.2
	
	
	
	

	6
	
	N
	Contingency, DECal scans, FF tests.  
	
	
	
	N

	7-14
	
	
	PUNCH LIST.   ALSO ACTS AS BAD WEATHER CONTINGENCY                  

	 
	
	
	

	PHASE IIc

	1
	
	D
	
	
	
	
	

	1
	
	N
	Calibration – star flats 6.8
	
	N
	Y
	Y

	2
	
	D
	
	
	
	
	

	2
	
	N
	Calibration – star flats 6.8, some 6.6, 6.7 data
	
	N
	Y
	Y

	3
	
	D
	
	
	
	
	

	3
	
	N
	More Hexapod LUT, Donut data, 6.6
	
	Y
	N
	Y

	4
	
	D
	
	
	
	
	

	4
	
	N
	Photometry/Astrometry – Standards 6.9, 6.7
	
	N
	Y
	Y

	5
	
	D
	
	
	
	
	

	5
	
	N
	Astrometry/Photometry  6.9
	
	N
	Y
	Y

	6-8
	
	
	THREE FLOATING DAYS.  Weather contingency  & Punch List resolution
	
	
	

	

	PHASE IId

	1
	
	D
	
	
	
	
	

	1
	
	N
	Community – scripts, dithers, rich fields, system stress test 6.10
	
	N
	N
	Y

	2
	
	D
	
	
	
	
	

	2
	
	N
	Community – scripts, dithers, rich fields, system stress test 6.10
	
	N
	Y
	Y

	3
	
	D
	
	
	
	
	

	3
	
	N
	Community – scripts, dithers, rich fields, system stress test 6.10
	
	Y
	N
	Y

	4
	
	D
	
	
	
	
	

	4
	
	N
	DES protocol qualification 6.11
	
	Y
	Y
	Y

	5
	
	D
	
	
	
	
	

	5
	
	N
	DES protocol qualification 6.11
	
	N
	N
	Y

	6
	
	D
	
	
	
	
	

	6
	
	N
	DES protocol qualification 6.11
	
	N
	Y
	Y

	7-8
	
	
	TWO FLOATING DAYS.  Weather contingency & Punch List resolution
	
	
	




Schedule

The following is a mapping of the Phase I and Phase IIa,b,c,d schedules onto the calendar.   This schedule was defined by synchronizing the start date (August 3) to the end of the installation schedule.

August 2:  Start of Commissioning, Tim Abbott Installation Schedule v8.7[footnoteRef:1]   [1:  Version 8.3 does not include F/8 related installation.   Commissioning Phase I is thus almost pure “installation”.  Ver 8.7 dates from April 20.] 

August 2-17:  Phase I (TCS, install Imager).  We tune up the TCS (2 on-telescope sessions) and install and check out DECam.  We have 2 teams working. 
August 18 – August 31: Contingency[footnoteRef:2] [2:  This Contingency is from the whole PF cage Installation (10 nights) and Phase I Commissioning (4 nights).   We will use/retire up to 10 nights of the contingency as we proceed through the PF cage installation. ] 

September 1: DECam technical first light.
September 1-11:  Phase IIa   DECam commissioning.    Second TCS session if needed. 
September 12-26:  Phase IIb.  The final 8 days are contingency, punch list, engineering activities.   Software changes here.  Some of this work can continue for the subsequent 10 days,
September 27 – October 5: Warm up Imager.  Replace LN2 pump.  Also complete check of all cable trays.  At end of the period, cool down DECam, 3-4 nights “engineering”.    Test software fixes and upgrades.   The next phase we want everything to work as a system.
October 6 – 13:  Phase IIc DECam commissioning. 
October 14-22:   Phase IId DECam Commissioning.  DECam “public” first light and the decision to go-ops occur near the end of this phase.
October 23:  Start of Community SV, DES SV/survey.   
November 15:  Nominal completion of SV.
November 16-19:  Engineering
Then two-three engineering nights regularly per month for three months, then two nights per month for each of the following three months.
November 20:  Start of regular science


	Monday
	Tuesday
	Wednesday
	Thursday
	Friday
	Saturday
	Sunday

	July 16
	17
	18
	19
	20
	21
	22

	23
	24
	25
	26
	27
	28
	29

	30
	31
	August 1
	2
	3
	4
	5

	6
	7
	8
	9
	10
	11
	12

	13
	14
	15
	16
	17
	18
	19

	20
	21
	22
	23
	24
	25
	26

	27
	28
	29
	30
	31
	Sept 1
	2

	3
	4
	5
	6
	7
	8
	9

	10
	11
	12
	13
	14
	15
	16

	17
	18
	19
	20
	21
	22
	23

	24
	25
	26
	27
	28
	29
	30

	Oct  1
	2
	3
	4
	5
	6
	7

	8
	9
	10
	11
	12
	13
	14

	15
	16
	17
	18
	19
	20
	21

	22
	23
	24
	25
	26
	27
	28

	29
	30
	31
	Nov 1
	2
	3
	4

	5
	6
	7
	8
	9
	10
	11

	12
	13
	14
	15
	16
	17
	18

	19
	20
	21
	22
	23
	24
	25

	

	PHASE ONE

	CONTINGENCY

	PHASE TWO

	PUNCH/WEATHER.

	ENGINEERING

	SCI VERIFICATION




Note:  If Phase IIa/b goes quickly, and/or the punch list is short, we’ll either move Phase IIc to before the September 12 warm up, or move the warm up earlier.  The choice would also be guided by availability of key personnel.

Mapping of People to the Schedule

This will be iterated via discussions between the DES Operations Manager (Brenna Flaugher) and the DECam Instrument Scientist (Alistair Walker).

Phase I

From DES, we expect a team very similar to the team that was here in December 2012 for the Imager tests that took place after the Imager Shipping.  The full DECam technical support team from CTIO will be present through this time.   For both DES and CTIO teams the work as scheduled requires different specialists at different times, and so despite the work being scheduled continuously for 13 days with 12 days of contingency to follow there are ample opportunities for days off and the work place should not become too crowded.

Phase IIa,b  

There are 18 nights plus potentially another 8 for the punch list/contingency period.   To avoid fatigue we should schedule anyone longer than seven days continuous work.  We expect a subset of the DES technical support team (scientists and engineers) for Phase I will remain to provide Imager Cryo and software support.  If any subsystem has been identified as needing work, then the relevant people likely will also remain (decided before or at the time of Phase I).  The names below of DES scientists are suggestions.

DES:   Kent, Roodman, Doel   (all optics/alignment technical support, early phases)
DES:  Astronomers split between day and night support – we want no more than four scientists TOTAL in the console room at night.  Some of (week at a time?) DePoy, Gladders, Bernstein
CTIO: Walker, James, Abbott, Mamajek, Schirmer

 Remote analysis team:   The DES WL group and others TBD.  The raw data will go to NCSA (Fermilab), Tucson.

Engineering between IIa/b and IIc/d.    Leads are Cease, Muñoz.   This is also the time for more major software changes, Elliot.  Cool down - Estrada, CTIO.

Phase IIc, IId 

We are now moving into using DECam for astronomy.

DES:  Tucker, Annis, others TBD
CTIO: Walker, James, Kunder, Abbott, Mamajek, Saha



[bookmark: _Toc199995126]Communication

The Commissioning Schedule is relatively aggressive, justified by the extensive tests done on the DECam telescope simulator and the early installation of the ancillary systems.  However this does imply that it is essential that any issue arising in the course of commissioning be analyzed quickly and a path forward identified.   This further implies that science and engineering analysis teams be engaged, in “real time”.  We will use communications channels as described below to achieve this.  It will be essential to have quick access to critical people.   
There are multiple communication channels:
· Perhaps one of the most important will be via a short daily meeting, prior to the start of observing.  This meeting will be restricted in the number of participants to avoid becoming unwieldy, in particular remote participation will be by default a single person from each remote group.   There will be four topics: (i) Update any engineering or analysis activities relevant for the short term  (ii) Revised plan for the upcoming night given progress, problems, and weather.  (ii) Any changes to the longer-range plan, (iii) Update of any requirements missed/met.    
· Ad-hoc meetings will be promoted by the use of videocons, IP phone connections and Skype.    There is video into the Blanco Console Room and a second in the Observer Support building.   There is abundant space for small meetings in the ROB.
· We will use WWW tools (e.g. DECam logbook) to foster rapid dissemination and discussion of status and results, together with email.
· DECam will itself communicate by its alarm system, using phone or email, and we will be developing protocols to handle such alarms.


[bookmark: _Toc199995127][bookmark: _Toc112983748]Appendix A: Definition of Acronyms

AOS	Active Optics System
BCam	The devices that measure x and y displavcements of the PF cage wrt the primary mirror
CP			Community Pipeline
CTIO			Cerro Tololo Inter-American Observatory
CFIP			CTIO Facilities Inprovements Program
DECal			DECam spectrophotometric calibration system
DECam		Dark Energy Camera
DES			Dark Energy Survey (Consortium)
DESDM		DES Data Management (Group, System)
DMS			Data Management System
DPP			(NOAO) Data Products Program (now SDM)
DTS			Data Transport System
E2E			End-to-End
ENSO			El Niño Southern Oscillation
F&A			Focus and Alignment (CCDs)
FCM			Filter Control Module
FEE			Front End Electronics (i.e. the CCD controllers)
FITS			Flexible Image Transportation System
FNAL			Fermi National Accelerator Laboratory (Fermilab)
HA			Hour Angle
IMAN			The F/8 Shack-Hartmann Imager Analyzer
IH			Image Health (software module in SISPI)
IP			Installation Plan (for DECam)
LCO			Las Campanas Observatory
LUT			Look Up Table
M1 and M2		Blanco Telescope primary and secondary mirrors
MOA			Memorandum of Agreement, or large extinct N.Z. bird
MOU	Memorandum of Understanding.  This often refers to the “big MOU” between DES-NOAO-NCSA-FNAL.
NCSA			National Center for Supercomputing Applications
NOAO			National Optical Astronomy Observatory
NSA			NOAO Science Archive
OCS			Observing Control System
OTZF			IRAFese for overscan subtraction, trim image, zero subtract,				flat field divide
PID			Proportional-Integral-Derivative controller 
SDM			(NOAO) Science Data Management (Group)
SDSS			Sloan Digital Sky Survey
SISPI			The DECam Readout & Control Software System
SV			Science Verification
TCS			Telescope Control System
UIUC			University of Illinois at Urbana-Champagne
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