KM Research, V1.2 (Reflects Round 1 of comments from everyone)
Summary: I think everyone agrees on the main concepts, definitions, and the broad research agenda.  We have to figure out who does what; at this point, everyone wants to work on or lead everything, to a first approximation ( While this is fine in that everyone can push the research envelope on everything independently, I suspect more definition and coordination will be needed in terms of software development and architecture.

This revision is the same as before, with either changes or comments that reflect earlier feedback; changes are in red. If I’ve missed something, please let me know.  I also annotated the research issues with the names of everyone who expressed interest.  By the way, sorry for the slow turn-around.  I expected to be working this weekend, but I’d forgotten that my son, who’s a goalie, was playing in the Wisconsin state hockey tournament. (Squirt level, and they won!)

(1) The goal is to create and use *dynamic workspaces*.  A dynamic 
workspace contains the following kinds of objects and individuals: 

First, the basic, more familiar ones: 

    - Data objects (e.g., rows in a table) and collections (e.g., tables). 
  Each object can have *structure* (how it "looks"; well-understood, not 
a research focus) as well as *provenance* (how it was generated; a key 
research focus). Can be local to the dynamic workspace, or simply be 
accessible from an external source. 
RR: Mike suggested the use of “datasets”, and Miron raised the point that we want to be able to manage and reason about more than just data, in the narrow sense.  I’d deliberately chosen the term “object” with the intent that we could store information about other entities (e.g., users, transformations) as data objects, and thereby bring our infrastructure for dealing with objects to bear on these special kinds of objects. For example, a transformation that operates (conceptually) on other transformations actually operates on data objects that represent transformations. It may well be that there are special operations that only make sense for, say, transformations.  However, this is just a special case of the more general point that certain operations will only make sense for certain kinds of objects.  So, I’d suggest (1) we retain the terminology of data objects and collections (2) explicitly point out the range of information that can be represented as “objects” (3) explicitly point out the relationship to the (more specific) dataset framework of Griphyn, and seek to leverage those results.
    - Transformations: Many different programs for the same or related tasks; 
differing inputs, versions, resource requirements. 
    - Virtual Execution Environment: Different kinds, each based on concrete resources such as a collection of hardware, and capable of running some software (versions).  May not be local to the workspace; may simply be an accessible resource. 
RR: Mike suggested using “virtual execution environment” instead of “hardware”, and “transformation” instead of software.  I’ve adopted these suggestions.
    - Users, including owners and others, with differing *privileges* or 
*access rights*, which include the rights to read and update 
information, as well as to utilize computational resources. 

Next, the composite, novel ones: 

    - Analysis artifacts, created by applying a transformation object (specific 
version, argument bindings, etc. to one or more analysis artifacts and 
data objects/collections.  An analysis artifact has five parts to it: 
*inputs*, *transformation*, *output*, *privileges*, and *provenance*. 
The inputs and outputs are data, the transformation is a software object 
(e.g., a specific version of a DBMS and a query, or just a stand-alone 
program). The privileges address who can access and manipulate the 
artifact. The provenance is a kind of description (see below). All told, 
we're trying to carry the philosophy of *self-describing* objects to a 
logical extreme in the context of dynamic workspaces. (Note: An analysis 
artifact can be "virtual data" in the Griphyn sense, but it could also 
be plain old (materialized) data with lots of extra information about 
how it was created and who can access or manipulate it in future.) 
RR: Important to discuss---Mike suggested broadening the term “artifact” to include “workspaces, worksheets, analysis procedures, logbooks and log segments, etc.” I think that broadens the term beyond what I intended.  An artifact is, intuitively, a data object or collection together with metadata about how it came to be.  (And if the data object represents a transformation, for example, that is implicit in the metadata for the object.) If we want a broader umbrella term to include the other things Mike mentions, we should discuss what we plan to do that is best thought of at the broader level, and coin a new term. The concepts that Rob mentions (worksheets, work-process-protocols, work-patterns, work-logs, etc.) are not artifacts, but if they are represented as data objects, these objects, and the history of how they are changed, are artifacts. (It may be that this is something that has been thought through elsewhere; if so, please help me understand the point better.)
A related point is the scope of provenance.  While one might want to talk about provenance of transformations etc., I deliberately tied it to a data object or collection---what that data/collection represents, how far back it goes, etc. are distinct issues. 

To summarize, I’m making a distinction between data objects/collections and what they represent (which could include transformations etc. as a special case; Jaideep/Sanjay make a similar remark when talking about table-driven transformations). I think this is a useful distinction.
    - Descriptions of data objects, data collections, users, access rights, 
software, hardware, provenance, ... in fact, of everything!  We may even 
want descriptions of descriptions (e.g., description d uses ontology o 
from (another) workspace w). I expect that much of the novelty will come 
from provenance and how to handle it in the context of each of the 
different kinds of objects.  For example, do we want provenance 
maintained at the level of individual objects or collections or both? 
What are the intended uses of provenance--e.g., end user "reads" it; 
software interprets it to create virtual data as in, say, Chimera; 
optimizer uses it to create better evaluation plans; software uses it 
for integration and "diff" of data. One example of descriptions are the annotational metadata, consisting of name-value pairs, of Chimera.  

RR: I added the above sentence.  Clearly, this is a form of description that has been studied, and we should leverage it, but I think we can all agree that the scope of the research problem here should not be limited to just that form of descriptions.
There is also an important point that Miron raised, which I won’t repeat here but that I think deserves discussion, namely the data/metadata distinction.  

· Profiles: Jaideep and Sanjay raised the issue of monitoring, and one approach to monitoring is to create profiles.  These could be profiles of users, user groups, or even certain kinds of data characteristics that we want to track.  Profiles can themselves be represented as data objects, and then one can track their provenance, e.g., how the profile of a user evolves.  But profiles also have a distinct role as “continuous query”.
How to let users define or have the system automatically identify profiles is an important problem, as is the challenge of monitoring for changes relevant to the profiles.  


(2) OK, with that as a working definition of a dynamic workspace, here 
are some issues to consider:  

(a) Developing a description language that allows us to create the range 
of descriptions we mentioned above.  We can build upon existing ontology 
infrastracture such as W3C's OWL 
(http://www.w3.org/TR/2002/WD-owl-features-20020729/), prior work on 
schema definition in the database community, provenance in Chimera, 
resource descriptions in Condor and Globus, etc. 
Interested groups: Chicago, UW, UMN/UF

(b) Creating specific ontologies for the HEP community, and descriptions 
of the standard data objects/collections, software, etc. in HEP by using 
these ontologies. 
RR: I agree strongly with Miron that, while there is a significant Physics/engineering aspect to this task, it nonetheless has to go hand-in-hand with our thinking on the right way to create, maintain, and use ontologies for descriptive purposes.  I suspect that our thinking will be refined by getting our hands dirty in a real domain.  So, this should be cross-listed in our research agenda, and also elsewhere in a “connection to Physics” section as Sanjay suggested.
Interested groups: Chicago, UW.  But we also need help from UF, where there is a significant Physics component.  This is not sexy CS research, but it is important to our success …

(c) Developing a protocol that must be followed when creating a dynamic 
workspace for extending the agreed-upon "baseline" ontologies and 
descriptions of data collections (i.e., schemas). 
Interested groups: Chicago, UW

(d) Developing a framework for compositionally applying a suite of 
software, and identifying semantics of when different application 
sequences are "equivalent", for purposes of comparing artifacts or 
optimizing further analysis. The key here is to determine what 
properties of software objects need to be made explicit in descriptions, 
and how the application of a software object modifies the provenance of 
the input to create the provenance of the output. 
Interested groups: UMN/UF, Chicago, UW.

(e) Reasoning about descriptions.  This is a wide-open issue, covering a 
multitude of objectives, corresponding to the different tasks we 
consider. (e.g., integrating two data sources, checking whether two 
individual artifacts differ in "interesting" ways, checking whether 
certain optimizations can be effected). A lot of this will depend on the 
kinds of software, or "transformation algorithms", considered.  For 
example, I'm very interested in this from the standpoint of 
compositional application of a range of data-mining algorithms.  We need 
input from the physics people on whether these kinds of algorithms are 
of interest to them.  More importantly, what are the kinds of analysis 
that are of interest, and what properties of these analyses are 
important to record? Do these properties enable interesting optimizations? 
Interested groups: UMN/UF, UW, Chicago.

(f) Relationship with Resource Management research component and 
software development effort. For example, a key point is that requirements of analysis-groups (e.g., what privileges they own) and workspace-action requests must be coordinated with the resource utilization policies (SLAs, etc.) of the execution environments.
RR: This terminology follows the shift to Mike’s more general “virtual execution environment” viewpoint. Have omitted reference to grid services and architectural considerations, as Miron suggests.

(g) Storage and Access for Very Large Scale Metadata:  Storage and access management of DoVES-scale metadata requires new techniques; potential ideas include (a) compressed storage and direct search on compressed data, and (b) distributed storage with local cached copies.
.       Navigation through large meta-data sets requires the development of new  browsing/searching/indexing/navigation techniques, especially since the  complex structural and semantic nature of metadata (e.g. provenance information), requires potentially new kinds of presentation and browsing paradigms.
RR: Jaideep/Sanjay added this task. For me, scalability goes without saying, and I didn’t think to factor this out into a bucket, but it makes sense to do so.  I think the point here is that dealing with metadata is different from dealing with data, from the standpoint of scale, because of the different ways that we expect to use metadata. Perhaps what we need is to simply spell out the different kinds of operations and how the differ from traditional SQL-like operations, and thereby motivate the need for new scalability research (thereby addressing most of Miron’s questions on this point).  Jaideep/Sanjay, could you take a cut at this?

Interested groups: UMN/UF, UW.  Chicago?

(h) User/Analysis group interest management: Techniques for managing and fulfilling the 'persistent' and 'active' interests of individual collaboration groups in object published by
other  groups is needed; such techniques will provide the monitoring and early 
alerting needed for the 'active metadata' environment of DoVES. This
would  allow scientists to receive early and automatic notification of analyses of 
interest to them.
.       Techniques to manage very large scale publish and subscribe of metadata 
needs to be developed; especially, if the metadata storage is compressed, 
there needs to be techniques that can work directly to insert, reorganize, 
and modify such metadata.

RR: Suggested by Jaideep/Sanjay.  Sounds good to me, but I’d suggest calling this “Profiling and Monitoring”; see my earlier comments.

Interested groups: UMN/UF, UW, Chicago?
