DOVES - Dynamic glObal Venues for Experimental Science

Writing Assignment 4 -- Scope of the Proposal 

· Authors: huth@physics.harvard.edu, ruth@fnal.gov, bauerdick@fnal.gov, miron@cs.wisc.edu, foster@mcs.anl.gov, newman@hep.caltech.edu, cetull@lbl.gov, ranka@cise.ufl.edu, bauerdick@fnal.gov, cavanaug@phys.ufl.edu

· Length: 2-3 pages

C.4. Scope of the Proposal 

A concise definition of the areas that we will be attacking

a) The use of analysis groups as development testbed

b) A high level description of the deliverables and how this addresses the problem.

C.4.a. What we are going to build

C.4.b. What we are going to do

C.4.c. How we are going to work

We propose to design and develop, and to deploy within two LHC experiments (ATLAS & CMS) a suite of tools, adaptation APIs, and human-computer interfaces aimed at both the end-users and developers of Grid-enabled applications (ie. research scientists in the collaborations). This software suite along with the Grid services and middleware upon which it is based (eg. from projects such as Globus, Condor, and the European Data Grid) will be assembled into what we call a virtual environment for eScience. A virtual venue is an environment wherein Grid users interact with services and resources in a coherent fashion from a single interface based upon usage paradigms which interrelate discrete components on the Grid in the context of that user's task. A dynamic virtual environment presents to the user only those Grid resources, services, and jobs pertinent to the task at hand.  Changing tasks implies a change in the presentation of the users view of the Grid. Additional resources and services can be added to the user's view by queries and requests through the Workspace Manager. Virtual environments are shared by individuals and small teams within an analysis group of the Virtual Organization (experiment or collaboration). Any particular analysis group can be located at a single institution, but are typically globally dispersed is the Virtual Organization from which it derives. This mandates that the a dynamic virtual environment must be shared among researchers around the globe. A Dynamic glObal Virtual Environment for Science.

We intend to continue in the model of the successful partnership of computer scientists and high-energy physicists to produce an environment and set of tools that allow these private analysis groups to effectively function in the overall Grid environment with both limited resources and the question of the context and validity of the data addressed. We believe that if done properly, these tools and concepts should be immediately applicable to other scientific collaborations facing the same issues.

Though we will be developing this Grid usability suite in a concrete collaboration between computer scientists and two LHC experiments (ATLAS & CMS), the resultant software suite and the DOVES dynamic workspace will be generalizable to other HEP experiments and to other eScience disciplines, flexible enough to be configured to perform distinctly different tasks, and extensible so that additional functionality can be easily added to accommodate the evolving needs of the LHC experiments and other eScience projects.

A critical aspect of this research project is the explicit connection between CS researchers and researchers from the two experiments. CS researchers providing new concepts and directions for Grid-enabled eScince will team with physicists and software developers from the experiments in each of the three major themes of the DOVES project.  These teams will help guarantee the migration of new technologies from inception to integration into the experiment software. We are identifying independent physics analysis groups within both ATLAS and CMS that will collaborate with the computer scientists and software developers to test the tools being developed giving usability feedback and evolving requirements. This reduces the possibility of divergence between the tools being developed and the real working model of scientists in the experiments.

A substantial testbed already exists and is in heavy use by the experiments in the US and Europe. We propose that the physics analysis groups work on the testbed using the DOVES environment in a manner which mimics actual analysis activities that will occur throughout the lifetime of the experiments (through data taking in 2007 and beyond). We are proposing to have roughly three analysis groups each in the US ATLAS and US CMS collaborations, with local computer scientists involved in the development of concepts and tools that will support the private analysis model outlined here and addressing the problems described. This process will begin at a very early stage of the DOVES development and continue to evolve incrementally as functionality is added.

It is clear that fundamental extensions to Grid concepts are needed to realize the vision of DOVES. Issues of metadata, data providence, dynamic resource allocation and flexible topologies of Grid services cannot remain separate and unconnected, but must be merged and integrated with application software from the experiments.
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The central computer science issues we propose to address in this project are:

1. Knowledge management: Technologies to support metadata, provenance, schema evolution, and annotation of data available from a workspace.
Knowledge management establishes the context for an analysis group to manage their analysis, retains the audit-trail to the data (allowing the collaboration to establish the validity and reproducibility of their results), and incorporates new tools resulting from these groups.

2. Workspace management: Technologies to create and manage dynamic workspaces and the Grid resources and services of which they are comprised.
Workspace management involves the dynamic configuration of access to Grid resources and services such as gatekeepers, metadata servers, resource brokers and computing clusters.
This may include better monitoring, predictions and expression of policy for the underlying services.

3. The human-computer interface: Paradigms and interfaces for physicists to interact with the Workspace and Knowledge Managers, data, and applications.
The human-computer interface is more than simply a new GUI or Web Portal, but rather contains architectural layers which facilitate Grid interactions from the click of a mouse to programmatic access to Grid services.
These architectural layers abstract the functionality and interconnections of Grid services in such a way that the new generation of Grid Services based upon the Open Grid Services Architecture (OGSA) can be swapped in once they reach maturity and become adopted by the experiments. This insulates users and application developers from change in Grid services and their APIs.

The DOVES software suite and environment will integrate these three areas to enable a new analysis group to rapidly engage in analysis activities utilizing globally distributed VO resources with limited local support and little technical knowledge of Grid fabric, services, and middleware. This implies ease of use of the final deliverables, but also ease of installation and distribution of the client-side software.

We will adhere to the Open Grid Services Architecture (OGSA) when developing the DOVES software suite and workspaces. The three CS domains will be closely coordinated to ensure coherency and interoperability as well as suitability to the researchers' needs. A central architect will be responsible for the coordination and assembly of the components into a coherent whole. Regular releases of individual components will be followed by integration releases of the entire DOVES environment. The physics analysis groups will then integrate the tools with their applications and test them in a common grid environment on actual physics analyses of import to the collaboration. After each testing phase, feedback to the developers from the end-users will trigger incremental reassessment of the suitability of the deliverables to the researchers' needs.  

